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Abstract

Many studies in macroeconomics first construct orthogonalised ‘shocks’, then integrate
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ference relative to a one-step procedure that adds controls directly to outcome regressions.
Estimated coefficients from a two-step approach suffer from omitted variable bias when
including additional controls in the second stage or when employing non-OLS estimators.
When coefficient estimates are equivalent, two-step inference is unnecessarily conserva-
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policy are more robust than previously realised.
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1 Introduction

Identifying causal effects is crucial in dynamic macroeconomics. A key challenge is the pres-

ence of confounding factors that simultaneously drive the causal variable and outcome vari-

able of interest. One way to ‘partial out’ the effect of confounding factors is to include them

as controls in a regression with the outcome variable. However, practitioners often take an

alternate two-step route: first estimating ‘shocks’ as residuals from a regression of the causal

variable on confounding factors, and then using these shocks in local projections (LPs) or vec-

tor auto-regressions (VARs).

This two-step ‘shock-first’ approach is widespread in macroeconomics, where the construc-

tion of a ‘shock’ series is typically viewed as essential when estimating dynamic causal effects

(e.g., Ramey, 2016; Nakamura and Steinsson, 2018b). The approach is used extensively in the

monetary-policy literature—most famously in Romer and Romer (2004) and subsequent stud-

ies controlling for central-bank forecasts or other policy-rule variables.1 A similar two-step

method is used to ‘clean’ high-frequency monetary-policy ‘surprises’ of predictability before

using them in instrumental variable (IV) regressions or VARs (e.g., Miranda-Agrippino and

Ricco, 2021; Bauer and Swanson, 2023; Karnaukh and Vokata, 2022). The method is also used

to estimate the effects of other policies (e.g., fiscal, macroprudential, and trade) and non-policy

variables (e.g., oil-price, technology, sentiment and climate shocks), as well as to identify pa-

rameters in structural equations.2 While many studies have relied on OLS (or IV), two-step

approaches have also proved popular in quantile-regression (QR) settings for estimating the

causal effects on conditional quantiles.3

In this paper, we argue that the popular two-step approach is problematic and propose an

alternative. The crux of our argument is simple. It is well-known that, with confounding fac-

tors, identification can be achieved via one-step multivariate regression using confounders as

controls. So, we compare coefficients and standard errors from one- and two-step approaches.

Conventional wisdom holds that the two are equivalent by the Frisch-Waugh-Lovell (FWL)

Theorem (Frisch and Waugh, 1933; Lovell, 1963), but this equivalence only holds for estimated

OLS coefficients (not standard errors), and only in simple settings rarely used in the litera-

ture. Across a range of applications and estimators, we demonstrate that two-step estimation

1E.g.: Coibion (2012); Cloyne and Hürtgen (2016); Tenreyro and Thwaites (2016); Coibion et al. (2017); Cham-
pagne and Sekkel (2018); Chen et al. (2018); Cloyne et al. (2020); Falck et al. (2021); Holm et al. (2021); Cloyne et al.
(2022); Coglianese et al. (2023). More generally, the two-step estimation has a longer tradition in the monetary-
policy literature going back to at least Barro (1977).

2Fiscal policy examples include: Corsetti et al. (2012); Auerbach and Gorodnichenko (2013); Miyamoto et al.
(2018); Barattieri et al. (2023). Macroprudential policy examples include: Forbes et al. (2017); Ahnert et al. (2021);
Chari et al. (2022). Barattieri and Cacciatore (2023) and Metiu (2021) apply the two-step approach to trade policy.
Other examples include studies on the effects of shocks to: oil prices (e.g., Kilian, 2009), sentiment (e.g., Al-Amine
and Willems, 2023), technology (e.g., Miranda-Agrippino et al., 2020) and temperature (e.g., Nath et al., 2023; Bilal
and Känzig, 2024). The Romer and Romer (2004) shock has also been used to identify the parameters of the Philips
Curve (e.g., Barnichon and Mesters, 2020, 2021; Lewis and Mertens, 2022)

3E.g.: Linnemann and Winkler (2016); Brandão-Marques et al. (2021); Gelos et al. (2022).

2



can impair identification and inference. Further, we describe how one-step estimation can be

implemented in common macroeconomic applications, covering both LPs and VARs.

We set the scene by first outlining identifying assumptions necessary for uncovering dy-

namic causal effects with control variables. We provide sufficient conditions under which

one-step regression coefficients can be interpreted as impulse responses to a structural shock,

even though this method does not explicitly construct a ‘shock’ series. Since a one-step OLS

regression can be viewed as a special case of identification with external instruments (Stock

and Watson, 2018), we highlight that the one-step approach identifies impulse responses even

when the researcher is unable to recover exactly the structural shock of interest.

We then formalise the difference between coefficients estimated via the one- and two-step

approaches without assumptions about the true data-generating process or underlying causal

structures. We note that in general settings the difference between estimated one- and two-

step coefficients can be expressed via an omitted-variable bias (OVB) formula.4 This arises as

the two-step approach excludes potentially relevant variables (i.e., the confounding factors the

researcher wishes to partial out) that are included in the first stage, but then excluded from

the second. This result is general, applying to a range of estimators defined as the unique

minimum of some function of the residuals. Armed with this result, we demonstrate the im-

plications of OVB across a range of settings, covering OLS, IV and QR.

The differences between the one- and two-step approaches in OLS and IV settings follow

from essentially elementary applications of FWL and OVB. A direct application of FWL reveals

that (in OLS/IV settings) when the outcome variable is regressed on the shock without auxil-

iary controls, the OVB term is zero such that the one- and two-step approaches yield identical

point estimates. However, the two-step approach still has practical drawbacks. Most notably,

two-step standard errors will be over-estimated if the confounders have explanatory power

for the outcome variable. This result follows directly from simply comparing well-known

standard-error formulas, although we are not aware that this point has been previously noted

in the macroeconomics literature.

When auxiliary controls are used in the second stage—common in LPs or VARs—the co-

efficient equivalence no longer applies. If the shock is orthogonal to the auxiliary controls,

the OVB term is zero and the one- and two-step approaches will identify the same population

parameter—though issues with two-step standard-errors will remain. If the shock is corre-

lated with auxiliary controls, then OVB can be non-zero as the two-step effectively fails to

partial out the confounders used in the first stage. We show that these drawbacks of the two-

step approach also carry over to IV settings, coveri ng cases where orthogonalised shocks are

used as ‘external’ instruments in LPs or VARs.

In more general settings, including QR, the two-step approach is more problematic. We

4Throughout, we refer to OVB as the mechanical difference in regression coefficients between a ‘short’ and ‘long’
regression, where the latter includes more covariates than the former (see Angrist and Pischke, 2009).
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use our OVB result to provide an explicit formula for the bias in the two-step approach in QR

settings, and demonstrate that it will non-zero even in applications without auxiliary controls.

Main Applications. Our discussion of OVB in the two-step approach has implications for a

range of techniques used in applied macroeconomics to estimate dynamic causal effects. We

illustrate this by revisiting popular approaches to estimate the dynamic effects of US monetary

policy on US Consumer Price Index (CPI) inflation when controlling for central-bank informa-

tion. We begin with the Romer and Romer (2004) approach: constructing monetary ‘shocks’

by regressing changes in the Federal Funds target rate on Greenbook forecasts. We then em-

ploy these shocks in a range of LP and VAR specifications to estimate dynamic causal effects,

and compare this with a one-step approach that controls directly for central-bank information

within the LP or VAR. Figure 1 summarises some of our key findings.

First, and most directly, our results have implications for estimation via LPs (Jordà, 2005).

Using an orthogonalised shock directly in a second-stage LP delivers identical IRFs to simply

estimating a one-step LP with appropriate controls—although the two-step approach leads

to overly wide standard errors (Figure 1a). Projecting h-period-ahead inflation on the Romer

and Romer (2004) shock does not produce significant responses at any horizon. In contrast,

estimates are highly significant when using a one-step approach that regresses inflation on

the change in the Federal Funds target rate controlling for the Greenbook forecasts. A more

common approach in the literature is to include additional (lagged) controls in LPs along-

side the shock measure. In this case, the two-step approach can suffer from a form of OVB,

since the auxiliary controls can serve to ‘undo’ some of the first-stage orthogonalisation. We

demonstrate this in Figure 1b, using lagged CPI, industrial production and unemployment

as controls. Here, OVB is non-zero and removing it with a one-step approach removes a sig-

nificant portion of the near-term ‘price puzzle’ identified in previous studies when using this

shock series (e.g., Ramey, 2016) and, unlike the two-step, delivers a significant reduction in

CPI at longer horizons. This issue is particularly relevant in light of recent literature that high-

lights the importance of including a rich set of covariates in local projections for both inference

and identification (e.g., Montiel Olea and Plagborg-Møller, 2021; Montiel Olea et al., 2024). We

stress that including many controls in a LP as part of a two-step procedure can, in fact, fail to

identify dynamic causal effects under standard identifying assumptions.

Second, our results extend to recursive structural-VAR (SVAR) estimation. As in the LP

with auxiliary controls, OVB can arise in VARs since lags of the endogenous variables can

serve to ‘undo’ some of the first-stage orthogonalisation. We demonstrate this using the or-

thogonalised Romer and Romer (2004) shock as an ‘internal instrument’ (Plagborg-Møller and

Wolf, 2021) in a recursively-identified SVAR. We order the shock first in the VAR, which also

includes the Federal Funds target rate, consumer prices, industrial production, unemploy-

ment and commodity prices. We contrast this with a one-step approach that uses the Green-
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Figure 1: Estimated response of US CPI to a US monetary policy shock

(a) Impulse Response from LP No Controls
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(b) Impulse Response from LP With Controls
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(c) Impulse Response from Internal-Instrument VAR
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(d) Quantile Response at 4-year Horizon from QR-LP
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Notes: Estimated response of US ln(CPI) to US monetary policy shock using two-step shock-identification strat-
egy, as well as alternative one-step estimator that controls directly for central-bank information. Estimated using
monthly data for the period 1972:01-2007:12. Shaded area denotes: 90% confidence bands from Newey and West
(1987) standard errors in panels (a) and (b); 68% confidence bands from wild bootstrap in panel (c); 90% confidence
bands from block bootstrap in panel (d). For more details, see Section 6 and Appendix F.

book forecasts as variables in the recursive SVAR, ordered before the Federal Funds target rate,

in turn ordered before the macro variables. Controlling directly for the Greenbook forecasts

within the VAR mitigates the price puzzle in the near term and, again, delivers a significant

reduction in CPI further out, unlike the ‘shock-first’ internal-instrument approach (Figure 1c).

Third, our results have implications for estimation of dynamic causal effects via ‘exter-

nal instruments’ in either LPs or VARs (see Stock and Watson, 2018, for a review). Common

external-instruments applications use constructed residuals as instruments, which can gener-

ate issues for both inference and identification. Within LPs, we demonstrate that our empirical

results with and without auxiliary controls using LP-OLS (Figures 1a and 1b), carry over to

an LP-IV setup in which the Romer and Romer (2004) shock is employed as an instrument.

We also use the Romer and Romer (2004) shock within a proxy SVAR (popularised, e.g., by

Mertens and Ravn, 2013; Gertler and Karadi, 2015) and, again, present an alternate one-step
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approach that alleviates the issues induced by the two-step approach. We then show how

these issues play out in an application where we use monetary-policy surprises from financial

markets as instruments, but account for central-bank information, akin to Miranda-Agrippino

and Ricco (2021). Similar to our OLS standard-error results, the two-step approach under-

estimates first-stage F -statistics relative to a one-step IV regression. This is significant in our

application: using the Miranda-Agrippino and Ricco (2021) shock as an instrument delivers a

first-stage F -statistic of close to, or even a little below, 10, while using monetary-policy sur-

prises as an instrument and controlling for Greenbook forecasts delivers F -statistics that are

around twice as large. This has important implications for the monetary-policy high-frequency

literature, where current best practice orthogonalises surprises with respect to macro-financial

data before integrating them in LPs or VARs, and where weak instruments and low power are

a perennial issue (Bauer and Swanson, 2023).

Fourth, our results have implications for recent literature that goes beyond standard linear-

regression techniques to study the probability of financial crises and drivers of macroeconomic

tail risk (Schularick and Taylor, 2012; Adrian et al., 2019). In particular, our findings are rele-

vant for recent attempts to identify the causal effect of policies on tail risk (see, e.g., Linnemann

and Winkler, 2016; Brandão-Marques et al., 2021; Gelos et al., 2022). These studies have relied

on a two-step approach, which we highlight suffers from QR-OVB relative to a one-step re-

gression. In our empirical application, we consider the response of quantiles of future CPI

to the monetary shock. Focusing on the 4-year-ahead horizon, where the average effects of

monetary policy peak in the other panels, estimates from the two-step approach imply that

changes in monetary policy significantly affect the right-tail of the inflation distribution much

more so than the median (Figure 1d). However, removing the OVB through the one-step ap-

proach reveals a different conclusion: that monetary policy instead acts as a ‘location shifter’

of the entire inflation distribution. More generally, these findings have important implications

for effective policymaking when policymakers are seeking to contain future risks.

One issue that can arise in monetary policy applications is that the frequency of FOMC

meetings (typically, 6-8 weekly) differs from that of common macroeconomic outcomes of in-

terest (typically, monthly or quarterly). 5 We sidestep this issue in our main application by

simply converting all data to the desired frequency prior to the shock-estimation stage. For

papers that employ a two-step procedure, a common approach is to instead first estimate

shocks at meeting frequency, then convert these shocks to the correct frequency to estimate

IRFs by variously summing values within months or imposing zero values. 6 We show these

two approaches yield almost identical estimates for the Romer and Romer (2004) shock. A full

5As we detail in footnotes 1 and 2, the two-step procedure is common in monetary policy settings, although it
is also commonly used in various other settings even when mixed-frequency data is no concern.

6Although it remains common in applied work, we are not aware of any theoretical justification for this ap-
proach to handling mixed-frequency data. There exists a broad literature on temporal aggregation and mixed-
frequency estimation that suggests alternate methods (see Chudik and Georgiadis, 2022, for a recent example).
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treatment of the optimal methods for handling mixed frequency data in macroeconomics are

beyond the scope of this paper. However, in Appendix F we discuss the issue in more depth,

where we additionally demonstrate a simple alternate approach for handling meeting- and

monthly-frequency data which permits estimation via a one-step local projection without the

need to first convert data between frequencies. We also discuss potential avenues for future

research.

Further Applications and Simulations. How significant and widespread are the issues we

highlight? We provide exact analytical formulas for the difference between one- and two-

step standard errors and coefficients, highlighting that any differences will depend crucially

on the researcher’s choice of how to partition controls across the first- and second-stages of

the two-step approach. Nevertheless, we seek to provide some guidance on this question

in two ways. First, we conduct a simulation study using a medium-scale VAR model with

recursively identified monetary policy shocks to assess the quantitative significance of our

results in an empirically realistic setting. We estimate impulse responses to a monetary policy

shock using both a one-step and two-step LP estimator, generating hundreds of comparisons

across outcome variables and horizons. We find that, without auxiliary controls, estimated

standard errors for the two-step estimator are considerably larger than the one-step estimator:

over 50% larger for a stationary DGP and over 500% larger for a non-stationary DGP. We then

consider a case where a researcher constructs a monetary policy shock by regressing the Fed

Funds rate only on the (appropriate) contemporaneous variables in the VAR and then relies

on including lagged controls in the second-stage LP to achieve identification. In this case, the

finite-sample bias of the two-step LP estimator is around ten times larger across DGPs than

the bias of the one-step estimator at short horizons, and 40 − 100% larger at longer horizons.

Second, we extend our empirical applications, revisiting the identification strategy for a total of

five well-known studies that employed a two-step approach, generating over 500 comparisons

between the one-step and two-step coefficients and standard errors. We find that, on average,

without auxiliary controls, standard errors are around 50−70% larger in the two-step approach

(reaching 200 − 400% on average over short and long horizons in some cases), broadly in line

with our simulation study for stationary DGPs. Somewhat reassuringly, we find that with

auxiliary controls, across these studies, estimated coefficients between a one-step and two-step

approach differ by less than half a standard error on average. We stress however that even for

these studies, the bias can be large for particular variables and horizons – up to around 3

standard errors in worst cases.

Literature. To the best of our knowledge, our paper is the first to explicitly highlight these

specific drawbacks of the two-step approach—both that it overestimates standard errors and

generally suffers from OVB, which biases coefficient estimates. It is clearly well-established
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that the one- and two-step approach yield identical coefficient estimates in simple OLS settings

without auxiliary controls, a result which follows directly from FWL.7 However, we are not

aware of previous discussion of the bias in coefficient estimates that can arise with a two-

step approach. We derive a formula for this bias for a two-step OLS estimator with auxiliary

controls which drops out of simple OLS-algebra. Further, we derive novel analytical formulas

for the bias in two-step approaches in more complex settings—covering, e.g., Proxy-VARs and

QR-LPs—which go beyond any previously established results in the literature.

Our findings for standard-error estimation also relate to a broad literature on inference in

econometric models with generated regressors. It is well-known that, as a general rule, gener-

ated regressors and two-step estimation affects sampling distributions and variance matrices

(Hansen, 2022). We show that, in an OLS setting, for a two-step procedure that projects on a

constructed shock without auxiliary controls, OLS standard errors will be over-estimated (vis-

à-vis a one-step regression). This follows directly from simply comparing well-known standard

error formulas—and is often taught as a close-corollary of FWL—but, as far as we are aware,

has not previously been discussed in the literature. Indeed, previous literature on generated

regressors instead stresses that when projecting on a constructed residual (without controls),

OLS standard errors may be valid without need for any correction.8 Another key result from

this literature is that, under appropriate assumptions, standard errors for OLS-generated re-

gressors (i.e. for either OLS fitted values or OLS residuals) do not need to be adjusted when

the researcher is only concerned with testing the null hypothesis of a zero coefficient.9 These

results are frequently appealed to in applied work to justify the use of OLS-standard errors

for a two-step approach. Crucially, however, these results are valid under the assumption that

the first-stage controls are exogenous (i.e., do not have explanatory power for the outcome

variable)—which we argue is generally not applicable in common macroeconomic applica-

tions. We show that if in fact the first-stage controls have explanatory power for the outcome

variable, then using unadjusted standard-error formulas in the two-step approach delivers

inference that is unnecessarily conservative (i.e., the opposite of the typical concern raised

with inference for generated regressors). More recently, Breitung and Brüggemann (2023) also

consider alternate estimation strategies in applied work that employs generated residuals as

shocks. Our paper is complementary in so far as we advocate for a ’one-step’ approach, while

they advocate for what we term a ’hybrid’ approach – which follows the ’two-step’ procedure

and then adds on as additional controls in the second-stage regression the variables from the

shock-estimation stage – which we show is exactly equivalent. However, while Breitung and

Brüggemann (2023) are concerned primarily with establishing the asymptotic properties of

7This equivalence has been noted in a range of the applied macro literature, e.g., in: Angrist and Kuersteiner
(2011), Jordà and Taylor (2016), Angrist et al. (2018), Barnichon and Brownlees (2019), Jordà et al. (2020) and
Plagborg-Møller and Wolf (2021).

8See discussion of Model 4 in Pagan (1984). This is also discussed in Hansen (2022) pp.368-369.
9See discussion of Model 1 and 4 in Pagan (1984), as well as general discussion in Hansen (2022) (pp. 363-368).
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their proposed ’hybrid’ estimator – and in particular proving that inference for their estima-

tor is not affected by the generated regressor – we simply note it is equivalent to a one-step

approach for a broad class of estimators (and so immediately avoiding the need for ’special

treatment’ vis-a-vis standard error calculation stemming from generated regressors). Unlike

them, we are concerned instead with establishing the differences between the one-step and

two-step estimator, which allows us to highlight formally the drawbacks of the two-step pro-

cedure common in applied work (our key contribution).10

Outline. The remainder of the paper is structured as follows. Section 2 presents the assump-

tions underpinning identification with controls in a time series setting. Section 3 formalises

our key insight in general form. Section 4 discusses the implications of the OVB in different

settings. Section 6 presents empirical applications. Section 7 concludes.

Notation. We use yt to denote the outcome variable of interest at time t and rt as the causal

variable (e.g., a policy indicator). Throughout, our central focus is on the dynamic causal effect

of r on y—i.e., the impulse response of y to a ‘shock’ to r. We define xt as a (K1+K2)×1 vector

of (non-perfectly-collinear) observable control variables that potentially drive yt and rt. We

partition these controls into x1,t and x2,t, which are K1×1 and K2×1 vectors, respectively. We

allow x2,t to be potentially empty (i.e., K2 ≥ 0), but restrict x1,t to be non-empty (i.e., K1 > 0).

We use A⊥B to denote the OLS population residual from a regression of A on B, and we omit

constant terms in regressions throughout for convenience.

2 Identification of Dynamic Causal Effects with Control Variables

In this section, we highlight the conditions under which one-step regressions with appropriate

controls can be interpreted as capturing dynamic causal effects. We do so through the lens of

a structural moving-average model (as in Stock and Watson, 2018).

2.1 Structural Moving-Average Model

We start by expressing macroeconomic aggregates qt (an N × 1 vector) as functions of all

current and past primitive structural shocks. That DGP has the form:

qt = Θ(L)ϵt (1)

where Θ(L) is the lag polynomial and ϵt = [ϵ1,t, ..., ϵM,t]
′ comprises M × 1 independent and

identically distributed (i.i.d.) structural shocks (and measurement errors). Without loss of

10Note in particular that none of the drawbacks of the two-step procedure that we detail in this paper – the over-
estimation of standard errors, bias with additional control variables, and bias for quantile-regression estimators –
are discussed formally in Breitung and Brüggemann (2023).
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generality, we assume that rt and yt are the first and second variables in qt, respectively.

The parameter of interest is the impulse response of yt to the first shock, ϵ1,t (i.e., entries in

the second row and first column in matrices comprising Θ(L)). For each horizon h, this is:

Θh,21 ≡ E[yt+h|ϵ1,t = 1]− E[yt+h|ϵ1,t = 0] (2)

We also normalise ϵ1,t to imply a unit on-impact increase in rt for interpretability, so Θ0,11 = 1.

As noted in Stock and Watson (2018), the structural impulse response (2) in this setting is

simply the population coefficient in the OLS regression:

yt+h = Θh,21ϵ1,t + ut+h (3)

But, since ϵ1,t is not directly observed, this regression is not feasible. An alternate feasible

approach discussed in Stock and Watson (2018) is to identify a plausible shock measure—with,

e.g., narrative or high-frequency techniques—which may potentially be measured with error.

Since these typically do not map one-to-one to the variable that the unit-shock normalisation

is applied to, IV methods are needed to identify impulse response (2).

A commonly applied ‘two-step’ approach involves first estimating (rather than directly con-

structing) a plausible shock measure by regressing rt on observable covariates xt and then

running regression (3) with ϵ1,t replaced with the estimated residual, denoted by r⊥xt
t :

yt+h = βh
2S(r

⊥xt
t ) + u2St+h (4)

where βh
2S captures the impulse response of interest. By FWL, this estimated impulse response

is equivalent to βh
1S in the following one-step regression:

yt+h = βh
1Srt + δxt + u1St+h (5)

2.2 Identification in Structural Moving-Average Model

Under what conditions does the one-step regression (5) identify the object of interest? Note

that, since βh
1S and βh

2S are equivalent, one can immediately dismiss the claim that βh
1S cannot

be interpreted as capturing an impulse response function to a structural shock since it loads

directly on a policy variable, not a shock measure. In fact, we now demonstrate that the one-

step regression (5) can uncover the impulse response (2), even when the researcher is unable

to directly recover exactly the shock of interest. This includes cases where r⊥xt
t is not exactly

equivalent to the structural shock of interest ϵ1,t—e.g., due to some measurement error that is

uncorrelated with other shocks. Specifically, the following conditions are sufficient for βh
1S in

(5) to capture the impulse response of interest:
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Condition 1. (Identification with Controls in Structural MA Model) (a) E[ϵ⊥xt
1,t r⊥xt

t ] ̸= 0

(relevance); (b) E[ϵ⊥xt
i,t r⊥xt

t ] = 0, ∀i ̸= 1 (contemporaneous exogeneity); (c) E[ϵ⊥xt
t−j r

⊥xt
t ] = 0, j > 0

(lag exogeneity); (d) E[ϵ⊥xt
t+j r

⊥xt
t ] = 0, j > 0 (lead exogeneity).

We prove this condition, and its sufficiency, in Appendix A.1. It follows from noting that

the OLS regression (5) is equivalent to an IV regression where rt instruments for itself, and

so identifying assumptions reduce to the LP-IV conditions with controls in Stock and Watson

(2018) treating rt as the instrument. Intuitively, exogenous variation in rt is generated purely

by control variables xt, rather than in combination with an IV as in standard LP-IV.

The relevance condition, (a), is somewhat trivial here, with the unit-shock normalisation

reducing to the familiar OLS collinearity assumption that r⊥xt
t has non-zero variance.11 In ad-

dition, lead exogeneity, (d), will generally be satisfied since structural shocks are i.i.d., such

that future shocks should be uncorrelated with time-t variables. However, the contemporane-

ous and lag exogeneity assumptions, (b) and (c), are strong, clearly depending on the choice

of controls xt. Intuitively, the set of controls must ‘partial out’ all other shocks from rt—in a

monetary policy setting, e.g., by capturing variables in the policy ‘reaction function’.

Although Condition 1 follows from the observation that OLS can be viewed as a special

case of IV, the implications of this do not appear to have been generally appreciated in the

applied literature. Conventional wisdom seems to hold that LP-OLS regressions of the form

(4) and (5) are only valid when the researcher is able to exactly observe the shock of interest

(i.e., when r⊥xt
t = ϵ1,t), and that only LP-IV is robust to cases where the researcher only ob-

serves a ‘proxy’ for the shock. However, Condition 1 highlights that LP-OLS is also robust to

cases where the researcher only observes variation that is correlated with the structural shock

of interest and cannot observe directly the shock itself due to measurement error.12 Addition-

ally, it is also widely held that identification via recursive-VARs requires (partial) invertibility

to estimate the impulse response of interest (see, e.g., Stock and Watson, 2016). But noting

that recursive-VARs and LP-OLS identify exactly the same impulse response (Plagborg-Møller

and Wolf, 2021), it follows that identification via recursive-VARs only requires the exogeneity

conditions detailed above, without necessarily appealing to invertibility.

The discussion thus far has highlighted the conditions under which one-step regressions

with control variables, like (5), can be interpreted as capturing dynamic causal effects—or

impulse responses to structural shocks. We now turn to consider the difference between one-

step and two-step regressions in a general setting.

11The unit-shock normalisation, (1) and the exogeneity conditions (b) and (c) imply E[ϵ⊥xt
1,t r⊥xt

t ] = E[(r⊥xt
t )2].

12In particular, the above conditions are satisfied when r⊥xt
t = ϵ1,t + ζt where ζt reflects measurement error

uncorrelated with other shocks. Note that measurement error resulting in r⊥xt
t not scaling one-to-one with ϵ1,t is

explicitly ruled out here by the unit shock normalisation.
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3 Omitted-Variable Bias in the Two-Step Approach

In this section, we highlight the drawbacks of the two-step approach for inference and iden-

tification. We show that the two-step approach can in general fail to identify dynamic causal

effects, even when Condition 1 is satisfied. We do so within a general setup, without assump-

tions on the underlying DGP, presenting our key insight: that differences between two- and

one-step approaches can be expressed in terms of an OVB formula stemming from the exclu-

sion of potentially relevant variables from the outcome regression in the two-step approach.

3.1 General Setup

We first define the two-step approach in its general form. Here, a ‘shock’ to rt is defined as:

εt = rt − x′
1,tδ (6)

For now, we only impose the restriction that δ is a vector of real numbers, δ ∈ RK1 . However,

we predominantly focus on cases where εt is defined as a population OLS residual from a

regression of rt on x1,t, where the following holds by construction: E
[
εtx

′
1,t

]
= 0, where εt can

be thought of as ‘purging’ rt of confounding effects from x1,t.

The coefficient of interest β2S is then defined in the second-step (population) regression of

the outcome variable yt on the shock εt and (potentially) additional controls x2,t:

yt = x′
2,tα+ εtβ2S + u2St (7)

where α is a K2 × 1 vector of population regression coefficients pertaining to the controls x2,t.

The coefficients in equation (7) satisfy the following (population) minimisation problem:

{α, β2S} = argmin
a,b

{
E
(
f
(
yt − x′

2,ta− εtb
))}

(8)

where f(x) is the objective function of the regression (e.g., f(x) = x2 for OLS and f(x) = ρ(x)

for QR, where ρ(x) is the check function). For our purposes, the function f(·) must be well-

defined and have a unique minimum. Beyond that, we place no further restrictions on f(·).
It is important to note the generality of our setup. In addition to subsuming multiple esti-

mators (i.e., different functional forms for f(·)), it applies to a range of macroeconomic appli-

cations. For instance, when x1,t includes lags of rt plus lagged (and some contemporaneous)

values of other variables, then (6) can be viewed as an equation from a recursively-identified

SVAR. Alternatively, x1,t may contain variables from a ‘reaction function’ as in, e.g., Romer

and Romer (2004). Outcomes can also be defined as h-period ahead values of y, such that (7)

amounts to a single h-specific regression from a LP with auxiliary controls x2,t that were not

used when constructing the shock. When x2,t includes p lagged values of yt alongside p lags

12



of other macroeconomic variables, then regression (7) can be thought of as a single equation

from a VAR with β2S capturing the contemporaneous response of yt to εt.13

In line with the discussion in Section 2, the one-step approach is defined as the (population)

regression of yt on rt and the full set of controls xt:

yt = x′
1,tθ1 + x′

2,tθ2︸ ︷︷ ︸
≡x′

tθ

+rtβ1S + u1St (9)

where θ is a K × 1 vector of population regression coefficients (where K = K1 +K2) and β1S

is a scalar population regression coefficient. Combined, these coefficients are defined by:

{θ, β1S} = argmin
ϑ,b

{
E
(
f
(
yt − x′

tϑ− rtb
))}

(10)

where the function f(·) matches that used in the second stage of the shock-first regression (8).

3.2 Omitted-Variable Bias Result

We now seek to understand the difference between β1S and β2S . The following Proposition

clarifies that this can always be expressed in terms of an OVB formula impacting the latter.

Proposition 1. (OVB in the General Two-Step Approach) Consider the following ‘hybrid’ pop-

ulation regression of yt on εt and the full set of K controls xt:

yt = x′
1,tϕ1 + x′

2,tϕ2︸ ︷︷ ︸
≡x′

tϕ

+εtβHyb + uHyb
t (11)

where εt is defined as in equation (6) for any real vector of coefficients δ ∈ RK1 , where K1 ≤ K, and ϕ

is a K × 1 vector of population regression coefficients that solves:

{ϕ, βHyb} = argmin
φ,b

{
E
(
f
(
yt − x′

tφ− εtb
))}

(12)

where the population objective function f(·) matches that used in two- and one-step regressions (8) and

(10). Then the following holds:

βHyb = β1S and β2S = β1S +Ω

where Ω is defined as omitted-variable bias term that arises from the exclusion of x1,t in (7).

13We explicitly extend our setting to impulse-response estimation via SVARs in Appendices C and D.
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Proof : Substituting εt from (6) into the hybrid estimator (12) and rearranging, we have:

{ϕ, βHyb} = argmin
φ,b

{
E
(
f
(
yt − x′

1,t(φ1 − bδ)− x′
2,tφ2 − rtb

))}
When f(·) has a unique minimand, we know from the one-step minimisation (10) that the

solution to the above minimisation is given by: ϕ2 = θ2, ϕ1 = θ1 + βHybδ, and βHyb = β1S .

Since (11) is the same as (7), albeit with additional covariates, the difference in coefficients

can be expressed in terms of an omitted-variable bias term (i.e., the difference between a ‘long’

and ‘short’ regression that excludes some covariates): β2S = βHyb +Ω =⇒ β2S = β1S +Ω.

Since these results rely only on the properties of optimisation, they carry over to in-sample

estimated coefficients. That is, E (f(·)) can be redefined as the in-sample objective function

(e.g., for some sample of length T , as: 1
T

∑T
t=1 f(x)).

3.3 Discussion

The result establishes a mechanical link between the one- and two-step coefficients, in a setting

that remains agnostic about the ‘true’ model. Whether the OVB term Ω reflects genuine bias is

context-dependent.14 But the result is useful for two reasons.

First, it complements discussion in Section 2 by reiterating that differences between one-

and two-step approaches do not hinge on coefficients being interpretable as capturing the ef-

fect of ‘shocks’. Rather, the two-step approach depends on the restriction that first-stage con-

trols x1,t do not feature in the regression with the outcome variable. It is hard to understand

an economic rationale for imposing this restriction in settings where the two-step approach is

typically applied—as is made clear in our primary empirical application, where the two-step

approach amounts to assuming that central bank forecasts for inflation are exactly orthogo-

nal to actual future inflation outcomes. Indeed, the motivation for the first-stage regression is

typically to isolate exogenous variation in rt by partialling out x1,t. But if x1,t does not have

any explanatory power for the outcome variable, this first step will generally not partial out

endogenous variation in rt.

Second, this result provides an analytical formula for differences between one- and two-

step coefficients across a range of settings, highlighting exactly when OVB may be genuinely

problematic. This is true even in cases where no analytical expression exists for individual

coefficients (as in QR).
14Note that, under the conditions provided in Section 2, the one-step regression can be interpreted as capturing

the causal effect of rt on yt—and so under these same conditions the Ω term here reflects genuine bias.
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4 Omitted-Variable Bias in Specific Settings

In this section, we set out the practical implications of Proposition 1 for numerous estimators

where the two-step approach has been widely applied, specifically: OLS, IV, and QR.

4.1 Ordinary Least Squares (OLS)

Let equations (6), (7) and (9) all be OLS population regressions. Using Proposition 1 and the

OVB formula for OLS, the following Result expresses the difference between coefficients:

Result 1. (OLS) Define coefficients across regressions (6), (7), (9) and (11) as OLS population re-

gression coefficients. This formula relates β2S from equation (7) and β1S from equation (9):

β2S = β1S +ΩOLS = β1S +
[
AE

[
εtx

′
1,t

]
+E

[
εtx

′
2,t

]
B
]
ϕ1 = β1S +E

[
εtx

′
2,t

]
B ϕ1

where B ≡
[
E
[
ε2t
]
E
[
x2,tx

′
2,t

]
−E [εtx2,t]E

[
εtx

′
2,t

]]−1
E
[
x2,tx

′
1,t

]
and ϕ1 are coefficient loadings

on x1,t in equation (11).

Proof : First equality is from Proposition 1. Second uses the OLS OVB formula and standard

matrix-partition algebra. Third uses E
[
εtx

′
1,t

]
= 0, as εt is an OLS population residual.

To discuss the implications of this result, we consider two cases.

Case 1. (No Auxiliary Controls) x2,t is an empty vector such that K2 = 0.

We first consider a case where no auxiliary controls are included in the second-stage re-

gression (7). This is a common approach in applied work since, if the first stage (6) is thought

to adequately identify a ‘shock’, then no auxiliary controls are needed in the second stage to

identify the causal effect of interest. In this case, there will be no OVB in the two-step estimator.

The below Corollary formalises this:

Corollary 1. (OLS Equivalence without Controls) Under Case 1, β2S = β1S and β̂2S = β̂1S .

Proof : This follows directly from the Frisch-Waugh-Lovell Theorem.15

In this case, point estimates from the one- and two-step approaches are equivalent. But,

although sample estimates β̂2S and β̂1S are mathematically equivalent, the following Corollary

shows that the two-step approach delivers wider standard-error estimates:

15Angrist and Pischke (2009) refer to this formulation of Frisch-Waugh-Lovell (FWL) Theorem as the regression-
anatomy formula (p. 27). The ‘standard’ FWL formulation instead states equivalence between β1S and the coef-
ficient from a regression of yt orthogonalised with respect to x1,t on ϵt. This approach—orthogonalising rt and
yt with respect to x1,t and then regressing orthogonalised variables on each other—would deliver identical point
estimates and identical standard error estimates as the one-step approach (see Ding, 2021).
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Corollary 2. (OLS Standard Errors without Controls) Under Case 1, when the number of obser-

vations T is large relative to the number of regressors K1 and the partial R-squared of x1,t in regression

(12) is non-zero, for homoskedastic-only standard error formulas, the estimated variance of the two-step

coefficient β̂2S is weakly greater than the estimated variance of the one-step coefficient β̂1S :

V̂ar(β̂2S) ≥ V̂ar(β̂1S)

Proof : This follows from that fact that the regression anatomy formula carries over to estimated

standard errors (see, e.g., Angrist and Pischke, 2014), and so:

V̂ar(β̂2S) ≥ V̂ar(β̂1S) ⇐⇒ 1

T − 1
Var(û2St ) ≥ 1

T − (K1 + 1)
Var(û1St )

Note also that the sample residual from the hybrid regression (11), ûHyb
t , and the sample resid-

ual from the one-step regression (9), û1St , are the same—i.e., ûHyb
t = û1St . In addition, since

adding covariates reduces sample residual variance in OLS, then the following must hold:

Var(û2St ) ≥ Var(ûHyb
t ), where this holds with strict inequality when the partial R-squared on

x1,t is non-zero in the hybrid regression (11) . And so when T is large relative to K1, then:

V̂ar(β̂2S) ≥ V̂ar(β̂1S).

The issue with inference arises since excluding x1,t from the second stage excludes a vari-

able that is, by construction, completely uncorrelated with the variable of interest εt, while

(potentially) having explanatory power for yt. If x1,t has no explanatory power for yt then the

standard-error estimates will be equivalent between the one-step and two-step approaches.16

However, since the variables in x1,t are typically selected by the researcher to capture con-

founding factors (i.e., variables that drive not just rt but also yt) this is unlikely to hold. In-

deed, in practical applications this over-estimation of standard errors can be large since x1,t

may have significant explanatory power for yt. We demonstrate this with an application in

Section 6, when x1,t includes forecasts at time t of the outcome variable of interest.

Although Corollary 2 is written for a specific (homoskedastic) case, the insight carries over

to other standard-error formulas. Here, again, the estimated variance of the two-step coef-

ficient will typically be over-estimated relative to the one-step coefficient since in effect the

two-step approach excludes an explanatory variable that is uncorrelated with εt, while hav-

ing explanatory power for yt. We again demonstrate this in our empirical application where

standard errors remain significantly wider for the two-step approach for both White (1980)

heteroskedastic-robust and Newey and West (1987) autocorrelation-robust standard errors.

Case 2. (Auxiliary Controls) x2,t is a non-empty vector such that K2 > 0.

16This relates to the discussion in Pagan (1984) pp. 222-233, showing that in models where only a generated
residual appears on the right-hand side, standard-error formulas are valid for a two-step approach.
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We now consider an alternative case in which controls are included in the second stage,

such that x2,t is non-empty. As we explain in Appendix C, this case generalises to VARs iden-

tified using recursive restriction schemes—including identification in VARs with ‘internal in-

struments’ (Plagborg-Møller and Wolf, 2021). In these cases, lags of endogenous variables in

the VAR, in effect, act as auxiliary controls that can create non-zero OVB. In general, there are

two key reasons researchers seek to include additional controls in this second stage. First, as

we demonstrated above, adding controls that are uncorrelated with εt but have explanatory

power for yt can lower estimated standard errors by ‘mopping up’ variance in the error term.

Second, researchers may be interested in providing ‘additional robustness’ by controlling for

other variables that may correlate with εt in their second-stage regression which were not in-

cluded in the first stage.

We discuss each of these possible reasons in turn. In the first case, the OVB can again be

zero, as the below Corollary states:

Corollary 3. (Specific OLS Equivalence with Controls) Under Case 2, if E
[
εtx

′
2,t

]
= 0, then

β2S = β1S .

Proof : This follows directly from Result 1.

In practice, as long as the first-stage shock is genuinely exogenous (i.e., uncorrelated with

any other drivers of y), then the OVB at the population level will be zero. But there are still

practical drawbacks of the two-step approach in this case. As before, we have thatVar(û2St ) ≥
Var(û1St ) which mechanically inflates estimated standard errors in the two-step approach. In

addition, unlike for Case 1, in-sample estimated coefficients will likely differ across the two-

and one-step approaches, even when the shock identified in the first stage is genuinely exoge-

nous in population. Hence there may be efficiency costs to using the two-step approach.17

Suppose instead that the researcher includes controls in the second-stage regression that are

potentially correlated with the shock constructed in the first stage in an attempt to additionally

purge rt of any further confounding factors—a common approach in the macroeconomics lit-

erature, both in estimation via LPs and VARs.18 In this case, by standard Frisch-Waugh-Lovell

arguments, the two-step approach can alternatively be understood as estimating coefficients

via a three-step procedure: (i) regress zt on x1,t and recover the residual ϵt; (ii) regress ϵt on x2,t

and recover the residual ϵ⊥x2,t

t ; (iii) regress yt on ϵ
⊥x2,t

t . This procedure has the unfortunate

property that the effective shock measure the researcher is projecting on in the final stage – i.e.

ϵ
⊥x2,t

t – may be correlated with x1,t, exactly the variables the researcher hoped to partial out.

17Pagan (1984) and Murphy and Topel (2002) discuss potential losses in efficiency from two-step procedures in
settings where additional controls are used in the second-stage that are not included in the first stage.

18Recent examples include Cloyne, Hürtgen, and Taylor (2022) who include a rich set of controls in their LP
precisely to purge their constructed shock of any remaining predictability, and also in McKay and Wolf (2023) who
place the Romer and Romer (2004) monetary-policy shock second-to-last in their VAR to additionally purge it of
predictability with respect to contemporaneous variables as a means of securing ‘exogeneity insurance’.
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Result 1 then provides a formula for the exact bias that arises by re-introducing correlation

with x1,t in this way.

From an economic perspective, the issue can be understood as a failure to correctly identify

a first-stage shock. Viewing rt as a policy variable, suppose the researcher uses the two-step

approach (which includes only x1,t in the first stage), but the ‘true’ policy reaction function in-

cludes both x1,t and x2,t. If the researcher thinks this is a genuine risk, then Result 1 highlights

that it is not sufficient to simply include x2,t as controls in the second stage, and instead the

shock must be re-estimated with x1,t and x2,t as covariates. The one-step approach avoids this

since it does not rely on the correct partitioning of xt into x1,t and x2,t.

4.2 Instrumental Variables (IV)

We now consider the implications of Proposition 1 and Result 1 for estimation via IV. In partic-

ular, we consider a setting where OLS residuals from a first-stage regression are then used

as instruments in an IV regression for the outcome variable of interest yt. This approach

has been used in a variety of studies that employ generated shocks as external instruments

in either LPs or VARs (e.g., Miranda-Agrippino and Ricco, 2021; Bauer and Swanson, 2023;

Miranda-Agrippino and Ricco, 2023). It also appears in studies that use constructed shocks

as instruments to identify structural macroeconomic equations (e.g., Barnichon and Mesters,

2020; Lewis and Mertens, 2022). As before, we compare this to a ‘one-step’ IV regression with

control variables. Since IV regression coefficients can be expressed as the ratio of OLS regres-

sion coefficients, the problems associated with using a generated residual in a second-stage

OLS regression discussed in the previous sub-section carry over directly to IV.

To discuss the implications for IV, we develop our general setting. We introduce an addi-

tional variable mt, which the researcher wishes to instrument for εt and may differ from rt.19

The two-step approach is now defined as the following (population) IV regression:

yt = mtβ
IV
2S + x′

2,tα+ u2St (13)

where εt (defined as in the previous section as an OLS population residual) instruments for mt

and βIV
2S and α are population regression IV coefficients. We are interested in comparing βIV

2S

to βIV
1S from the following population IV-regression:

yt = mtβ
IV
1S + x′

tθ + u1St (14)

with rt as an instrument for mt. Because just-identified IV coefficients can be written as the

ratio of OLS coefficients from a ‘first-stage’ and ‘reduced-form’ regression (see, e.g., Angrist

19Note that when mt ≡ rt, the IV regression coefficients in this section will be (mechanically) equivalent to the
OLS coefficients in the previous section (and so the results from the previous section hold).
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and Pischke, 2009, p. 122), we can write:

βIV
2S ≡ βRF

βFS

where βRF and βFS are defined from the following OLS population regressions:

mt = εtβ
FS + x2,tπ

FS + eFS
t and yt = εtβ

RF + x2,tπ
RF + eRF

t

Given this, the results from Section 4.1 carry over almost directly to this setting. Starting

with Case 1, where auxiliary controls x2,t are not included in the second stage, we show that

the two-step approach delivers identical coefficient estimates as the one-step approach, while

potentially over-estimating the degree of uncertainty around these estimates:

Corollary 4. (IV without Controls) Under Case 1, then, if εt is defined as in equation (6), then:

βIV
2S = βIV

1S and β̂IV
2S = β̂IV

1S . In addition, when the number of observations T is large relative to

the number of regressors K1, for homoskedastic-only standard error formulas, then: V̂ar( ˆβFS
2S ) ≥

V̂ar( ˆβFS
1S ) and V̂ar( ˆβIV

2S ) ≥ V̂ar( ˆβIV
1S ).

Proof : Coefficient equivalence follows by applying Frisch-Waugh-Lovell Theorem to the nu-

merator and denominator of the IV estimator, the ratio of OLS coefficients. The first result

on estimated standard errors follows from Corollary 2 as it refers to standard errors on OLS

coefficients from a first-stage regression. The proof for IV standard errors is in Appendix B.

These implications of these results are similar to the OLS setting: the two- and one-step

deliver identical coefficient estimates, but with larger estimated standard errors in the former.

Unlike in OLS, there are now two implications of note related to standard-error calculations.

The first is that the two-step approach leads to an under-estimation of F -statistics from the

first stage, implying a tendency to mistakenly reject ‘strong’ instruments as ‘weak’, while the

second relates to an over-estimation of standard errors on the IV-coefficient of interest.

It is also straightforward to show that other results from OLS carry over to IV. In particular,

if auxiliary controls x2,t were included in the IV regression (13), as in Case 2, then βIV
2S will suf-

fer from OVB ifE[εtx′
2,t] ̸= 0. An explicit expression for OVB can be found by simply applying

the formula from Result 1 to the numerator and denominator of the IV estimand. Intuitively,

the bias term here relates to a potential failure of the IV-exogeneity condition. The two-step

approach is equivalent to regressing εt on x2,t and using the residual as an instrument, but

since this residual may be correlated with x1,t it may not be a valid instrument. In contrast,

the one-step approach effectively partials out the full vector xt from rt and uses this as the in-

strument. This result applies most directly to using generated residuals in an LP-IV, although

carries-over to estimation via SVARs identified with external instruments (as we demonstrate

in Appendix D and in our empirical application in Section 6).
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4.3 Quantile Regression (QR)

To consider settings where the conditional-expectation function may not be the object of in-

terest, in this sub-section we specifically focus on a case in which, in the first stage, the shock

is constructed via OLS and is then used in a second-stage quantile regression. This approach

has been adopted to study the effects of various policy ‘shocks’ on conditional quantiles of

outcome variables of interest. For example, Linnemann and Winkler (2016) use it to assess the

effects of fiscal policy on the GDP distribution, Gelos et al. (2022) apply it to assess the effects

of capital-flow measures on ‘capital-flows-at-risk’, and Brandão-Marques et al. (2021) study

the influence of macroprudential policy on growth-at-risk.

Mirroring our discussion of identification in OLS settings in Section 2, in Appendix A.2 we

additionally discuss identification in quantile regression settings. We do so through the lens

of the potential outcomes framework, where we highlight that one-step quantile regressions

of the form (9) have a causal interpretation under an appropriate ‘selection-on-observables’

assumption: that the policy variable of interest rt is independent of the outcome variable yt+h

conditional on the controls xt. We now show that the two-step and one-step approach yield

different estimates, implying the two-step approach generally fails to have a causal interpreta-

tion under this same assumption:

Result 2. (QR) Define the coefficients in equation (6) as OLS population regression coefficients, and

the coefficients in equations (7), (9) and (11) as QR population coefficients for some specific quantile

τ ∈ (0, 1), implying the following functional form for the objective function f(·) in equations (8), (10)

and (12): f(x) = ρτ (x), where ρτ (x) = x(τ − 1(x ≤ 0)) is the check function.

Assuming that the conditional quantile function of yt given rt, xt is linear,20 then the following

formula relates the two-step population coefficient at the τ -th quantile β2S(τ) in equation (7) and the

one-step population coefficient β1S(τ) in equation (9):

β2S(τ) = β1S(τ) + ΩQR(τ)

= β1S(τ) +
[
AE

[
wτ ϵtx

′
1,t

]
+E

[
wτεtx

′
2,t

]
B
]
ϕ1(τ)

where: A ≡[E
[
wτε

2
t

]−1
+E

[
wτε

2
t

]−2
E [wτεtx2,t]

[
E
[
wτx2,tx

′
2,t

]
−E

[
wτε

2
t

]−1
E [wτεtx2,t]E

[
wτεtx

′
2,t

]]−1
E [wτεtx2,t]

B ≡
[
E
[
wτx2,tx

′
2,t

]
−E

[
wτε

2
t

]−1
E [wτεtx2,t]E

[
wτεtx

′
2,t

]]−1
E
[
wτx2,tx

′
1,t

]
E
[
wτε

2
t

]
and ϕ1(τ) are coefficient loadings on x1,t in equation (11). In addition the ‘importance weights’ are

defined as:

20Linearity here merely helps to simplify the expression for OVB included below. A more general expression
under non-linearity can be found in Angrist et al. (2006).
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wτ =
∫ 1
0 f

uHyb
τ

(u [x′
2,tπ(τ) + εtβ(τ)− x′

tϕ(τ)− εtβhyb(τ)]|xt, εt) du/2.

Proof : Line 1 follows from Proposition 1. Line 2 follows from the OVB formula for QR (Angrist,

Chernozhukov, and Fernández-Val, 2006) and standard matrix-partition algebra.

To discuss the practical implications of this result, we again first consider a simple setting

without auxiliary controls in the second-stage regression. In Case 1, unlike in OLS, there can

still be OVB in the two-step estimator. The below Corollary formalises this:

Corollary 5. (OVB in QR without Controls) Under Case 1, the following holds:

β2S(τ) = β1S(τ) + ΩQR(τ)

= β1S(τ) + ϕ1(τ)
E
[
wτεtx

′
1,t

]
E
[
wτε2t

]
where wτ =

∫ 1
0 f

uHyb
τ

[
u
(
εtβ(τ)− x′

1,tϕ1(τ)− εtβhyb(τ)
)
|εt,x′

1,t

]
du/2.

Proof : This follows from Result 2.

Unlike with OLS, even thoughE
[
εtx

′
1,t

]
= 0 by construction, this does not imply ΩQR(τ) =

0. We can still have E
[
ωτεtx

′
1,t

]
̸= 0. In order for OVB to be zero, we need additional assump-

tions, which are unlikely to hold in practical applications. For example, if the importance

weights wτ are constant across
[
εt,x

′
1,t

]
then it is straightforward to show that ΩQR(τ) = 0. As

Angrist et al. (2006) explain, the importance weights will be constant across right-hand side

variables when the model for yt is a pure location model. But this assumption is unlikely to

hold in practice given the motivation for using quantile regression to estimate equation (7)

rests on the idea that the covariates have differing effects across quantiles, which would be

missed by estimation via OLS.

The situation is similar when moving to settings where auxiliary controls are included in

the second-stage regression. In this Case 2, unlike in OLS, OVB can be non-zero in QR when

the shock is constructed to be uncorrelated with other drivers of yt, i.e.: E
[
εtx

′
2,t

]
= 0 ⇏

β2S(τ) = β1S(τ).

5 Simulation Study

We now summarise the results from a simulation study to assess the quantitative significance

of the differences between the one- and two-step approaches in an empirically realistic set-

ting. For brevity, we relegate full details of the study to Appendix E and provide only a brief

description here. We employ the nine-variable recursive VAR(4) of Christiano et al. (2005) as
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a medium-scale, empirically realistic data-generating process (DGP).21 We focus on estimat-

ing the effects of a monetary policy shock on the nine outcome variables in the model: real

GDP, prices, consumption, investment, wages, labour productivity, the federal funds rate, real

profits and money growth. Data is quarterly and we assume the econometrician has access

to a sample of 121 quarters, as in Christiano et al. (2005). We use our DGP to compute biases

and standard errors for different estimation procedures across 2,000 Monte Carlo simulations.

We consider two DGPs - a ’stationary’ DGP where we first stationarise all data before includ-

ing it in the VAR, and a ’non-stationary’ DGP where some variables enter the VAR directly in

log-levels (as in Christiano et al. (2005)).

We consider estimation of impulse responses via either a one- or two-step local projection

using OLS. The one-step estimator regresses the outcome variable on the federal funds rate,

controlling for four lags of all variables in the VAR plus contemporaneous values of variables

ordered before the federal funds rate (i.e., all variables except real profits and money growth).

As in our theoretical exposition, we then distinguish two cases for the two-step estimator. In

Case 1, the shock is estimated ‘correctly’, by regressing the federal funds rate on four lags of

all variables in the VAR plus contemporaneous values of variables ordered before the federal

funds rate, and then this shock is employed in a local projection without any auxiliary controls.

In Case 2, the shock is identified by regressing the federal funds rate on only the contempora-

neous values of variables ordered before the federal funds rate (i.e., without lags). The IRF is

then estimated by employing the shock in a local projection, with four lags of all the outcome

variables as controls. We view this as a reasonable approximation to common applications in

macroeconomics, where researchers identify ‘shocks’ by cleaning the causal variable of the key

variables believed to drive reverse causality (typically contemporaneous variables or those at

very short lags), and then estimate local projections with significant numbers of lags of the

outcome variable plus ‘standard’ macroeconomic variables as auxiliary controls.22

In Case 1, the one-step and two-step estimators are identical from the perspective of iden-

tification, but differ in terms of estimated standard errors (see Corollary 1 and 2). Figures 2a

and 3a below quantifies the extent of these differences in standard errors. We compute the ex-

pected value of estimated standard errors for each estimator across simulations, and then take

the median across outcome variables and horizons. For comparison (and to ensure appropri-

ate scaling across outcomes), before taking the median, we divide the width of the expected

standard error to those estimated from a correctly-specified VAR(4). We find the one-step LP

estimator produces larger standard errors than a VAR - around 20% larger on average at short

horizons (< 1 year) and around 50-80% larger at long horizons (1-4 years) across DGPs —

similar to the discussion of standard error estimates for LPs vs VARs in Montiel Olea et al.
21We follow the choice of DGP from the simulation study in Herbst and Johannsen (2024).
22This is similar in spirit to the approach in monetary policy settings (see, e.g., Romer and Romer, 2004; Miranda-

Agrippino and Ricco, 2021; Bauer et al., 2023), as well as fiscal policy settings (see e.g. Corsetti et al., 2012; Auerbach
and Gorodnichenko, 2013).
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Figure 2: Results from local-projections simulation study (Stationary DGP)

(a) Estimated Standard Errors (no auxiliary controls)

(b) Bias of Estimators (with auxiliary controls)

Notes: Results from simulation study using medium-scale VAR(4) with stationary data as DGP. Figure (a) displays
the median (across outcomes and horizons) of estimated standard errors from a one-step and two-step LP esti-
mator (without auxiliary controls) relative to a VAR. Figure (b) displays median (across outcomes and horizons)
of absolute bias of one-step and two-step LP estimator (with auxiliary controls) relative to the root mean squared
value of the true impulse response function out to the maximum horizon (4-years).
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Figure 3: Results from local-projections simulation study (Non-Stationary DGP)

(a) Estimated Standard Errors (no auxiliary controls) (b) Bias of Estimators (with auxiliary controls)

Notes: Results from simulation study using medium-scale VAR(4) with non-stationary data as DGP. Figure (a)
displays the median (across outcomes and horizons) of estimated standard errors from a one-step and two-step LP
estimator (without auxiliary controls) relative to a VAR. Figure (b) displays median (across outcomes and horizons)
of absolute bias of one-step and two-step LP estimator (with auxiliary controls) relative to the root mean squared
value of the true impulse response function out to the maximum horizon (4-years).

(2025). While meaningful, these differences generally appear small compared to the two-step

procedure which produces standard errors that are about 100% and 150% larger than a VAR

at short and long horizons for the stationary DGP, and around 600% larger than a VAR at all

horizons for the non-stationary DGP.

In Case 2, with auxiliary controls, the one and two-step estimator do not identify the same

IRF, where Result 1 provides the formula for the (population) bias in the two-step estimator.

Figures 2b and 3b compare quantitatively the small-sample bias of the one- and two-step esti-

mators in this case. As in Li et al. (2021), we display the absolute median bias of each estimator

across all outcome variables and horizons where, before taking the median, we cancel out the

units of the outcome variables by dividing by the root mean squared value of the true IRF over

the impulse horizon. The results for the one-step LP estimator for our non-stationary DGP are

similar to the broader simulation study in Li et al. (2021): as a fraction of the root mean squared

value of the true IRF, median bias is under 0.1 at short horizons (<1 year), rising to around 0.5

at longer horizons (1-4 years). The two-step estimator performs much worse: at short horizons,

the median bias is over ten times larger than for the one-step estimator, and around 40% larger

at longer horizons. These differences are quantitatively large, e.g. exceeding any difference in

bias between the range of LP and VAR estimators considered in Li et al. (2021). We find similar

results for the stationary DGP – the median bias is over ten times larger than for the one-step

estimator at short horizons, and over 100% larger at longer horizons. These results underscore

the practical significance of the discussion from the previous section.
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6 Empirical Applications

We now illustrate our theoretical results with a series of empirical applications, analysing the

dynamic effects of US monetary shocks controlling for central-bank information. Focusing on

the responses of US CPI, we illustrate our theoretical results for each of the three estimators

discussed in Section 4 in turn: OLS, IV, and QR, covering estimation by both LPs and VARs.

We explain how these applications have important implications for the vast empirical literature

studying the causal effects of monetary policy.

For most applications, we use common data. To estimate the first-stage US monetary

shocks ε̂mp
t , orthogonalised with respect to central-bank information, we use the Romer and

Romer (2004) specification. The shock is constructed by regressing the change in the Federal

Funds target rate ∆it on the previous target rate it−1, as well as past and future Greenbook

forecasts of GDP growth ∆yet , inflation πe
t and unemployment uet , as well as their revisions:

∆it =δ0 + δ1it−1 +
2∑

i=−1

[
δ2,i∆yet,i + δ3,i(∆yet,i −∆yet−1,i) + δ4,iπ

e
t,i + δ5,i(π

e
t,i − πe

t−1,i)
]

+ δ6u
e
t,0 + εmp

t (15)

This is analogous to equation (6) from our theoretical results defining rt as the change in the

Federal Funds target rate and x1,t as a vector of controls including the previous target rate

alongside Greenbook forecasts and forecast revisions. We discuss the construction of these

shocks in further detail in Appendix F.

In our specifications, we also include additional auxiliary controls alongside ε̂mp
t —i.e., x2,t

from our general setup. Throughout, we include lags of the following in the set of auxiliary

controls: industrial production, consumer prices and the unemployment rate.

6.1 Ordinary Least Squares

We first estimate US monetary policy’s effects on US CPI by employing our shocks in LPs,

estimated by OLS, and as internal instruments in recursive SVARs.

Local Projections (LP-OLS). We estimate the effects of the shocks using a second-stage LP:23

ln(CPIt+h)− ln(CPIt−1) = αh
0 + x′

2,tα
h + ε̂mp

t βh
2S + u2St+h (16)

23Unlike Romer and Romer (2004), who estimate a distributed-lag model in their second stage, we utilise the LP
methodology of Jordà (2005) to estimate direct forecasts of US CPI across different horizons.
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where h = 0, 1, ..., 48.24 This is an analog to equation (7). We compare this to the one-step LP:

ln(CPIt+h)− ln(CPIt−1) = αh
0 + x′

1,tθ
h
1 + x′

2,tθ
h
2 +∆itβ

h
1S + u1St+h (17)

an analog to equation (9).

As in our theoretical exposition, we consider two cases: Case 1, in which the second-stage

controls x2,t are empty such that K2 = 0; and Case 2, where x2,t is non-empty (i.e. K2 >

0). In the latter, x2,t contains one-month lags of month-on-month changes in (log) industrial

production, (log) CPI and the unemployment rate.

Table 1 presents the results, which support our main findings from Section 4.1. Focusing

on Case 1, where x2,t is empty, columns (1)-(3) present βi estimates for i = {2S, 1S} and h =

0, 12, 24, 36, 48.25 Here, point estimates from the one- and two-step estimators are identical, per

Corollary 1. They, unsurprisingly, indicate that a US monetary-policy shock is associated with

negative lagged effects on US CPI.

However, as Corollary 2 states, estimated standard errors from the one- and two-step es-

timators differ. In all cases, as columns (1) and (2) show, OLS standard errors, calculated

assuming homoskedasticity, are smaller for the one-step estimates relative to the two-step.

This carries over to other standard errors too, including White (1980) heteroskedasticity-robust

standard errors and Newey and West (1987) standard errors—which are robust to serial cor-

relation. Because the naı̈ve two-step standard errors are over-estimated, they imply that the

dynamic effects of US monetary policy on US CPI are insignificant, even after four years. In

contrast, the one-step estimates are significant at the 5%, at least, at the four-year horizon.

For Case 2, where x2,t is non-empty and the conditions for Corollary 3 are not met, columns

(4) and (5) demonstrate that coefficient estimates from the one- and two-step approaches do,

in general, differ, confirming Result 1. In this application, the one-step coefficient estimates

suggest a limited near-term price puzzle, relative to the two-step estimates—which indicate

that a US monetary tightening is, counterintuitively, associated with a marginally significant

increase in prices in the near term. Further out, the lagged effects of monetary policy are only

significantly negative using the one-step (and hybrid) approach.

Internal Instruments in a Recursive SVAR. Next, we estimate the effects of Romer and

Romer (2004) shocks when used as ‘internal instruments’ in a VAR (Plagborg-Møller and Wolf,

2021). Here, the two-step approach uses the shocks directly in a recursive SVAR, with the shock

ordered first such that shocks to subsequent variables do not impact it contemporaneously.26

24Strictly, to ensure that the one-step regression is estimated using the same control data, we use outcome data
from 1972:01-2011:12 to estimate the forward lags of this regression.

25These impulse response functions are also presented in Figures 1a and 1b
26Note that Romer and Romer (2004) order their shock last in their VAR when estimating the effects on macro

variables. This implies the restriction that monetary policy only affects macro variables with lag, which does not
have a solid theoretical basis. We avoid making this assumption throughout.
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Table 1: Response of ln(CPI) to US monetary policy shock across horizons h from LP-OLS

Case 1: x2,t empty Case 2: x2,t non-empty
Two-Step One-Step Two-Step One-Step

h = 0 0.03 0.03 0.06 0.04
OLS s.e. (0.05) (0.04) (0.04) (0.03)
N-W s.e. (0.06) (0.02) (0.03) (0.02)
Rob. s.e. (0.09) (0.03) (0.04) (0.03)

h = 12 0.13 0.13 0.46 0.13
OLS s.e. (0.50) (0.22) (0.38) (0.22)
N-W s.e. (0.66) (0.21) (0.32) (0.21)
Rob. s.e. (0.78) (0.20) (0.32) (0.19)

h = 24 -0.15 -0.15 0.37 -0.11
OLS s.e. (0.90) (0.41) (0.74) (0.41)
N-W s.e. (0.93) (0.44) (0.57) (0.44)
Rob. s.e. (1.02) (0.39) (0.52) (0.39)

h = 36 -1.20 -1.20** -0.52 -1.13**
OLS s.e. (1.26) (0.53) (1.07) (0.53)
N-W s.e. (1.20) (0.67) (0.97) (0.65)
Rob. s.e. (1.04) (0.55) (0.90) (0.54)

h = 48 -2.46 -2.46*** -1.66 -2.38***
OLS s.e. (1.57) (0.62) (1.36) (0.63)
N-W s.e. (1.67) (0.93) (1.49) (0.91)
Rob. s.e. (1.25) (0.74) (1.36) (0.74)

Notes: Estimated response of US ln(CPI) to US monetary policy shock us-
ing Romer and Romer (2004) identification assumptions. Estimated using
monthly data for the period 1972:01–2007:12. OLS, Newey and West (1987)
and robust standard errors in parentheses. ∗∗∗, ∗∗ and ∗ denote significance
at 1, 5 and 10% levels using Newey and West (1987) standard errors, respec-
tively.

Our application uses the VAR specification of Coibion (2012). For the two-step approach,

we estimate a VAR(12) with (in order): estimated Romer-Romer shock ε̂mp
t , Federal Funds

target rate (it), and macroeconomic variables (specifically, consumer prices, industrial produc-

tion, unemployment and commodity prices). We compare this to a one-step approach where

the VAR(12) includes the Greenbook variables in x1,t as additional endogenous variables.27

We use the new target rate (it) as our interest-rate variable, and use the same macroeconomic

variables as the two step. For identification, we place the Federal Funds target rate after the

Greenbook forecasts, but before the macroeconomic variables—aligning with the temporal or-

dering in the two step, as well as that implied by our selection of controls in the LP-OLS

application.28

In Appendix C, we analytically demonstrate how our OVB result carries over to this case.

27To avoid including the same variable in both levels and first differences in the VAR, we include only the Green-
book forecasts for that month (not the forecast revisions).

28As in the LP-OLS application, we are interested in estimating the effect of monetary policy after partialling-out
the contemporaneous Greenbook forecasts and lagged macroeconomic controls. The ordering of variables in the
VAR here aligns with the actual temporal ordering of monetary policymaking whereby the Fed’s policy decision is
made after seeing the Greenbook forecasts (which are produced prior to the FOMC meeting), but before seeing the
(end-of-month) readings for each of the macroeconomic variables.
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Figure 4: Estimated impulse responses to US monetary policy shock from recursive SVAR

(a) Target Federal Funds Rate
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Notes: Estimated response of key US variables to US monetary policy shock, normalised as 1p.p. increase in Fed-
eral Funds target rate from one- and two-step recursive SVARs described in main text. Shaded area denotes 68%
confidence bands constructed from wild bootstrap. Sample: 1972:01-2007:12

Intuitively, bias can arise in the two-step ‘internal instruments’ approach since the monetary-

policy shock in the VAR is constructed by further orthogonalising εmp
t with respect to lags of

the macroeconomic variables, which may in turn be correlated with the Greenbook forecasts

used in the first stage. The one step avoids this issue since the shock estimated in the VAR is

by construction orthogonal to the Greenbook forecasts.

Figure 4 presents the estimated impulse responses from the one- and two-step recursive

VARs. As in the LP-OLS application, one-step estimates again suggest that US monetary pol-

icy has significant (dis)inflationary consequences. The two-step VAR points to a pronounced

prize puzzle in the near term, with no significant fall in prices at any subsequent quarter. In

contrast, the one-step VAR exhibits a much milder near-term price puzzle, with prices falling

significantly in the medium term. Furthermore, the impulse responses for industrial produc-

tion and unemployment indicate that the two-step estimates also present a more pronounced

‘activity puzzle’ in the near term (i.e., a significant fall in unemployment and rise in industrial

production in response to a monetary tightening), unlike the one-step estimates.
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These OLS-based applications highlight how appropriately controlling for Greenbook fore-

casts can yield estimates of monetary policy’s causal effects that are more robust than previ-

ously realised. Unlike recent studies that find puzzling results when using the Romer and

Romer (2004) shock in both LPs and VARs (Ramey, 2016; Nakamura and Steinsson, 2018a),

we find that the response of consumer prices is consistently negative and significant in the

medium term—with only a mild near-term ‘price puzzle’—when controlling directly for Green-

book forecasts. Crucially, we find these results without resorting to a ‘recursiveness assump-

tion’ which rules out contemporaneous effects of the monetary shock on macroeconomic vari-

ables. In this sense, the implications of our results are very different to Ramey (2016) who

finds that “relaxing the recursiveness assumption imposed by Romer and Romer’s hybrid VAR leads to

several puzzles” (p. 111) such that “even with the Romer and Romer shock, one is forced to make the re-

cursiveness assumption, which does not have a solid economic basis” (p. 107). They also differ from

Cochrane (2004), who employs the Romer and Romer (2004) shocks in a LP and concludes

that they provide only very weak evidence for the effects of monetary policy on the basis

the response of prices are barely significant. Instead, our results highlight that appropriately

controlling for the Greenbook forecasts in a one-step procedure need not result in puzzling

findings and can deliver highly significant estimated coefficients at medium-term horizons.

6.2 Instrumental Variables

As we outlined in Section 4.2, our theoretical results for OLS also carry over to settings in

which orthogonalised shocks are used as instruments. We demonstrate this here, considering

estimation by both LPs, as well as VARs with external instruments (or ‘Proxy SVARs’).

Local Projections (LP-IV). To demonstrate the implications of our IV results, we employ the

Romer and Romer (2004) shock within a LP-IV setting. The two-step approach involves using

the shock as an instrument for a monetary-policy indicator, and we compare this to a one-step

approach where the Greenbook forecasts are used as controls with the change in the Federal

Funds target rate as the instrument. Since this yields similar results to those we described

using LP-OLS in the previous sub-section, we defer a discussion of these empirical results to

Appendix F, in particular Figure E2.

The more substantive practical implications of our IV results relate to instrument strength.

To demonstrate these in the context of US monetary policy, we consider an application that

builds on the specification of Miranda-Agrippino and Ricco (2021)—which itself develops that

in Romer and Romer (2004). Here, our two-step estimation proceeds as follows. In stage one,

we take high-frequency monetary policy surprises—specifically the move in the third-month-

ahead Federal funds futures rate in a 30-minute window around monetary policy announce-

ments, as constructed by Gürkaynak et al. (2005)—at monthly frequency, using the series con-

structed by Gertler and Karadi (2015). We regress these surprises rt := mpsurpt on Greenbook

29



forecasts and forecast revisions x1,t and label the residual from this regression ε̂FF4
t . We then

use this orthogonalised residual as an instrument for our monetary-policy indicator mt in an

IV regression of the form:

ln(CPIt+h)− ln(CPIt−1) = αh
0 +mtβ

IV,h
2S + u2St+h,IV (18)

to estimate the dynamic effects of US monetary policy on US CPI. This is an analog to equation

(13). We compare this to a one-step LP-IV regression:

ln(CPIt+h)− ln(CPIt−1) = αh
0 + x′

1,tθ
h
1 +mtβ

IV,h
1S + u1St+h,IV (19)

in which the surprise mpsurpt instruments for mt to make this the analog to equation (14).

Throughout, we use the 1-year Treasury yield as our policy indicator mt and, due to the avail-

ability of high-frequency surprises, start our sample in 1990:01—but still end it in 2007:12.

We report the impulse responses of consumer prices from this specification in Figure E3 of

Appendix F. We find coefficient estimates from the one- and two-step approaches to be very

similar, even when including auxiliary controls. The similarity in coefficients between the one-

and two-step follows from the fact the Miranda-Agrippino and Ricco (2021) shock has a very

low correlation with the lagged macroeconomic variables we employ as auxiliary controls. The

standard errors are wider for the two-step approach than the one step, although responses are

generally insignificant for both, consistent with Miranda-Agrippino and Ricco (2021).

However, the differences between first-stage F -statistics from the one- and two-step ap-

proaches, shown in Panel A of Table 2, can be substantive. In the two cases, with and without

auxiliary controls, we find first-stage F -statistics in this application to be around twice as large

using the one-step approach relative to the two step (around 20 vs. around 10 for the two

step). Panel B of Table 2 also presents the first-stage F -statistics that arise from one- and two-

step applications of the Proxy SVAR to the Miranda-Agrippino and Ricco (2021) setting (which

we discuss in more detail in the following sub-section). Here, the difference between one- and

two-step results is striking: with the two step, the first-stage F -statistic lies below 10, while the

one-step approach yields an F -statistic above that common threshold.

Given the challenge of weak instruments and lack of power in the literature using high-

frequency monetary surprises to identify the causal effects (see e.g., Nakamura and Steinsson,

2018a), this finding has particular importance. ‘Best practice’ for identification in that literature

typically involves orthogonalising high-frequency surprises with respect to various macroeco-

nomic and financial data and then employing them in LP or VAR specifications (see e.g., Bauer

and Swanson, 2023). However, doing so in a two-step approach implies that tests of instrument

strength and coefficient significance will be unnecessarily conservative.
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Table 2: First-stage F -statistics from one- and two-step IV applications

Two-Step One-Step
A: LP-IV
Case 1: No Auxiliary Controls 11.756 19.571
Case 2: With Auxiliary Controls 11.266 19.578
B: External Instruments SVAR

7.784 11.358

Notes: First-stage F -statistics from applications where high-frequency monetary-policy surprises are orthogo-
nalised with respect to Greenbook forecasts, à la Miranda-Agrippino and Ricco (2021) using one- and two-step
approaches. Panel A reports results from LP-IV applications, equations (18) and (19), with and without auxiliary
controls (lagged month-on-month change in (log) industrial production, (log) CPI and unemployment rate. Panel
B reports results from structural VAR identified with external instrument. Sample: 1990:01-2007:12.

External Instruments SVAR. We also demonstrate that our results in Section 4.2 have im-

plications for estimation via Proxy SVARs. As we show formally in Appendix D, using an

orthogonalised shock as an external instrument in a SVAR can be viewed as a special case of

what we describe as a two-step IV regression with auxiliary controls, and so can generate a

form of OVB. We propose an alternate ‘one-step’ Proxy-SVAR procedure and derive an exact

analytical expression for the OVB in the impulse responses from the two-step approach.

For our main application, we employ the Romer and Romer (2004) shocks as external in-

struments in a VAR(12) with a macro-variable set that includes the 1-year Treasury yield, (log)

industrial production, (log) CPI, the unemployment rate and (log) commodity prices for the

period 1972:01-2007:12. The two-step approach instruments the 1-year Treasury yield for the

Romer and Romer (2004) shock when estimating contemporaneous responses to changes in

monetary policy, then using the reduced-form VAR coefficients to back-out the entire impulse

response. In contrast, the one-step approach uses the change in the Federal Funds target rate

as an instrument and includes Greenbook forecasts and revisions directly as controls when

estimating contemporaneous responses, and then (as in the two-step approach) constructs im-

pulse responses by combining these estimates with the reduced-form VAR coefficients.

Appendix F, Figure E4 presents impulse responses for the 1-year yield and CPI from the

one- and two-step Proxy SVARs. The two-step approach shows a large and significant rise

in prices in response to a monetary-policy shock. Unlike with previous estimates, the one-

step approach does very little to offset this price puzzle. Note that the one-step procedure

only differs from the two-step procedure in the estimation of the contemporaneous response.

Hence both estimates rely on an invertibility assumption necessary for identification in Proxy

SVARs in order to construct impulse responses. Stock and Watson (2018) propose comparing

Proxy-SVAR and LP-IV estimators as a direct test of VAR-invertibility, implying that the sharp

contrast in impulse responses from our LP-IV and Proxy-SVAR applications strongly suggests

that invertibility fails in this setting.

31



6.3 Quantile Regression

Finally, we study the dynamic response of conditional quantiles of US CPI to US monetary

shocks. We estimate QR analogs to equations (16) and (17), again employing ε̂mp
t as our shock

measure. The two-step approach involves estimating the following second-stage LP-QR :

ln(CPIt+h)− ln(CPIt−1) = αh
0(τ) + ε̂mp

t βh
2S(τ) + u2St+h(τ) (20)

and the one step is:

ln(CPIt+h)− ln(CPIt−1) = αh
0(τ) + x′

1,tθ
h
1 (τ) + ∆itβ

h
1S(τ) + u1St+h(τ) (21)

As discussed in Section 4.3, OVB can arise in the two step, even under C1, so we restrict

our attention to this case here. Table 3 presents the estimated response of conditional quantiles

of US CPI to US monetary policy across horizons from the one- and two-step approaches, with

Figure 1d in the Introduction visualising the results for the 4-year horizon. The table illustrates

the key insights from Result 2 and Corollary 5—especially the differences in point estimates

from the two estimation approaches.

While the one-step estimates indicate that a US monetary tightening is associated with a

reduction in 3- and 4-year-ahead US CPI across all quantiles, the two-step estimates differ in

their implications. The two-step estimates indicate that a US monetary tightening is associated

with a more marked (and significant) reduction in the right-tail of future inflation. On the

other hand, one-step estimates—which remove the OVB term—are more similar across other

quantiles. In essence, the one-step point estimates imply that tighter US monetary policy shifts

the distribution of CPI outturns to the left in a parallel fashion, while the two-step estimates

mistakenly imply uneven effects of monetary policy across the inflation distribution.

These findings provide novel evidence on the effects of monetary policy across quantiles

of the inflation distribution. Understanding the effects of monetary policy across the entire

distribution of macroeconomic variables (i.e, not just at the mean) is important for effective

policymaking—a point made forcibly by Greenspan (2004).29 A two-step approach mistakenly

implies monetary policy is particularly potent at addressing upside tail risks to inflation in the

medium-term, while a one-step approach shows it acts more as a location-shifter of the entire

distribution. The one-step approach we advocate for here can be applied to assess the effects

of other policies on the distribution of various outcomes—as in, e.g., Fernández-Gallardo et al.

(2023) who estimate the effects of macroprudential policies on the GDP-growth distribution.

29Greenspan (2004) writes: “the conduct of monetary policy in the United States has come to involve, at its core, crucial
elements of risk management [... such that] a central bank needs to consider not only the most likely future path for the
economy but also the distribution of possible outcomes about that path. The decision makers then need to reach a judgment
about the probabilities, costs, and benefits of the various possible outcomes under alternative choices for policy.”
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Table 3: Response of ln(CPI) quantiles τ to US monetary-policy shock across horizons h

Two-Step One-Step
(1) (2) (3) (4) (5) (6)

τ = 0.05 τ = 0.5 τ = 0.95 τ = 0.05 τ = 0.5 τ = 0.95
h = 0 0.00 -0.00 0.02 -0.03 0.03 0.10

(0.14) (0.12) (0.04) (0.06) (0.03) (0.10)
h = 12 0.49 -0.36 0.05 1.11*** -0.02 -0.57

(0.99) (0.87) (0.38) (0.36) (0.17) (0.37)
h = 24 0.69 -0.26 1.68*** 0.59 -0.11 -1.19***

(0.92) (1.70) (0.31) (0.55) (0.88) (0.44)
h = 36 0.64 0.03 -6.67*** -1.37 -0.59 -0.86

(1.02) (2.65) (0.66) (1.08) (0.69) (0.66)
h = 48 0.03 -0.86 -8.59*** -2.02* -2.35* -2.69***

(1.08) (3.74) (0.52) (1.03) (1.28) (0.86)

Notes: Estimated response of conditional quantiles τ across horizons h US ln(CPI) to US monetary policy shock
using two-step shock-identification strategy, as well as alternative one-step QR estimator. Estimated using monthly
data for the period 1972:01-2007:12. ∗∗∗, ∗∗ and ∗ denote significance at 1, 5 and 10% levels using bootstrapped
standard errors, respectively.

6.4 Further Applications

We now consider the broader relevance of our results by using data from other well-known

studies. We revisit a total of five studies for which replication data were available, summarised

in Table 3. The studies we consider have been published in top economic journals and have a

high citation count (averaging almost 1600 citations). They cover applications estimating the

effects of: monetary policy, oil and temperature shocks. In total, across applications, we gen-

erate over 500 comparisons between one-step and two-step coefficients and standard errors.

Table 4: Summary of Further Applications

Publication Sample

Paper Journal Cit. Period Region Freq.

Romer and Romer (2004) AER 2399 1972-2007 USA Monthly
Miranda-Agrippino and Ricco (2021) AEJ:Macro 813 1990-2007 USA Monthly
Barnichon and Mesters (2021) JME 80 1972-2007 USA Monthly
Kilian (2009) AER 5305 1973-2007 USA Monthly
Bilal and Känzig (2024) NBER WP 120 1960-2019 Global Annual

Notes: Citation count meausred by Google Scholar as of Aug 2025.

We follow each paper in the construction of the shock, and then estimate local projections

of the form (17) and (16) to examine the differences between the one-step and two-step ap-

proach. As before, we consider two cases: Case 1, in which the second-stage controls x2,t are

empty such that K2 = 0; and Case 2, where x2,t is non-empty (i.e. K2 > 0). In the latter, x2,t
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contains lags of standard macroeconomic variables (e.g. inflation, industrial production and

unemployment), as in our main application. Across studies, we estimate the response of key

macroeconomic outcomes (e.g. consumer prices, industrial production, unemployment, GDP).

We provide full details of this exercise in Appendix G.

Table 5 presents our first set of results examining the difference in estimated Newey and

West (1987) standard errors across studies for the case when no second-stage controls are in-

cluded. The differences are generally large and meaningful: the two-step approach generates

standard errors that are on-average about 72% (mean), or 47% (median), larger than the one-

step approach. But we find the difference between the one-step and two-step standard error

estimates varies substantially across studies, horizons and outcome variables. As in our main

application, the differences can be much larger: in the worst cases, around 200− 400% larger.

Table 5: Relative Standard Errors (No Auxiliary Controls)

Study Horizon Outcome Variable Mean Median

All All All 1.727 1.473

Barnichon and Mesters (2021) Short Philips Multiplier 4.220 4.365
Romer and Romer (2004) Short Consumer Prices 3.656 3.810
Romer and Romer (2004) Long Consumer Prices 3.378 2.501
Miranda-Agrippino and Ricco (2021) Long Unemployment 2.089 2.090
Barnichon and Mesters (2021) Long Philips Multiplier 1.747 1.539
Notes: Table presents mean- and median- average relative Newey and West (1987) standard errors across
one-step and two-step estimators. The first row computes averages across all studies, variables and horizons.
The remaining rows display the five worst cases with largest (mean) relative standard errors across studies,
variables and short and long horizons, where horizons less than 1-year are defined as ’short’, and longer
than 1-year are defined as ’long’.

Table 6 presents results examining the difference in estimated coefficients across studies

for the case when second-stage controls are included. We compute the (absolute) difference

between coefficient estimates from the one-step and two-step estimator, and then scale this

difference by the estimated standard error of the one-step estimator. On average, one- and

two-step coefficients differ by around 0.2− 0.4 standard errors. In classic studies on the effects

of monetary policy, these differences can be much larger: around 0.7 − 1.5 standard errors.

While Table 6 presents results on average bias across horizons, we find individual coefficient

estimates for specific horizons can differ by over 3 standard deviations in some cases.

7 Conclusions

A common approach to estimating dynamic causal effects in macroeconomics involves es-

timating the ‘shocks first’: orthogonalising causal variables of interest with respect to con-

founders; then, using the orthogonalised variables in a second-stage LP or VAR. As we have

explained, this approach subsumes multiple identification approaches and has been applied

34



Table 6: Difference in Coefficient Estimates (With Auxiliary Controls)

Study Horizon Outcome Variable Mean Median

All All All 0.444 0.255

Miranda-Agrippino and Ricco (2021) Long Unemployment 1.529 1.858
Miranda-Agrippino and Ricco (2021) Long Consumer Prices 0.836 0.813
Romer and Romer (2004) Long Unemployment 0.713 0.725
Miranda-Agrippino and Ricco (2021) Long Industrial Production 0.403 0.137
Barnichon and Mesters (2021) Long Philips Multiplier 0.294 0.280
Notes: Table presents mean- and median- average differences in coefficient estimates (scaled by the estimated
one-step standard error) across one-step and two-step estimators. The first row computes averages across
all studies, variables and horizons. The remaining rows display the five worst cases with largest (mean)
difference in coefficient estimates across variables and short and long horizons, where horizons less than
1-year are defined as ’short’, and longer than 1-year are defined as ’long’.

in a wide range of settings. An alternate one-step approach involves simply including con-

founders as control variables in a regression for the outcome variable.

We have shown, for a wide set of estimators, that the two-step ‘shock-first’ approach can

be problematic for both identification and inference relative to the one-step method. In simple

OLS settings, the two approaches yield identical coefficients, but two-step inference is unnec-

essarily conservative. More generally, one- and two-step estimates can differ due to OVB in

the latter when additional controls are included in the second stage (e.g., VARs with internal

or external instruments) or when employing non-OLS estimators (e.g., QR).

In practice, this bias can be substantive. One-step LPs and VARs remove a significant por-

tion of the near-term price puzzle identified in previous studies analysing the response of

prices to monetary shocks. Our one-step results do not rely on ‘recursiveness assumptions’

to resolve the price puzzle, and yield estimated impulse responses that are highly significant

at medium-term horizons. Moreover, we provide new evidence that monetary policy acts as

a ”location shifter” of the entire inflation distribution, a result that was missed when imple-

menting a two-step procedure. Together, our applications indicate that the (dis)inflationary

consequences of monetary policy are more robust than previously realised.
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Supplemental Appendix

A Identification With Controls
A.1 Structural Moving-Average Model

First, we prove that Condition 1 in the structural moving-average model from Section 2.1 is

sufficient for estimation of impulse responses using a one-step regression.
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The OLS estimand from the ’one-step’ regression (5) is:

βh
1S =

E
[
y⊥xt
t+h r

⊥xt
t

]
E
[
r⊥xt
t r⊥xt

t

]
The numerator can be written as:
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where the first line substitutes in expression (3) and the second line uses exogeneity con-

ditions (and uses that ut+h contains all other past, contemporaneous and future shocks that

affect yt+h). The denominator can then be written as:
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where the second line uses the exogeneity conditions and final line follows from the unit

shock normalisation. From here we have: βh
1S = Θh,21.

A.2 Potential-Outcomes Framework

We now summarise how identification with controls can alternatively be understood through

the lens of the potential outcomes framework (Angrist and Kuersteiner, 2011; Angrist et al.,

2018), without appealing to the specific structural moving-average model of Section 2.1.

We define the potential outcome yt,h(r) as the value that the observed outcome variable

yt+h would have taken if rt = r for all r ∈ R where R denotes the space of possible values for

the policy. The average causal effect on yt+h of setting r = 1 in time t relative to r = 0 is then:

E [yt,h(1)− yt,h(0)] (A1)

This is analogous to equation (2), reframed in terms of counterfactual outcomes for y under

different levels of r, rather than structural shocks to r. Just as we cannot directly observe struc-

tural shocks, we cannot observe counterfactual outcomes and so the expectation in equation

(A1) cannot be estimated directly. However, it is straightforward to show that the one-step

regression (5) recovers exactly this causal effect of interest under the following assumption:

Condition 2. (Conditional Independence) yt,h(r) ⊥⊥ rt|xt ∀ r ∈ R.

To see this, first note that observed outcomes yt+h relate to potential outcomes yt,h(r)via:

yt+h =
∑
r∈R

yt,h(r)1[rt = r]

Using this relation plus Condition 2, we can then write the causal effect of interest condi-

tional on rt and xt as the difference in observable conditional means:

E [yt,h(1)− yt,h(0)|rt,xt] = E [yt+h|rt = 1,xt]− E [yt+h|rt = 0,xt]
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Then when the conditional expectation function is linear, recognise that the right hand-

side is exactly the regression coefficient on rt from the one-step OLS regression (5). Finally the

unconditional average causal effect is simply recovered by the law of iterated expectations:

E [yt,h(1)− yt,h(0)] = E [E [yt,h(1)− yt,h(0)|rt,xt]]

= E
[
βh
1S

]
= βh

1S

This ‘selection-on-observables’ condition captures the idea that, conditional on xt, rt is as

good as random—i.e., that xt captures all relevant ‘confounding factors’ that simultaneously

drive rt and the outcome variable of interest. This is the counterpart to the exogeneity assump-

tions discussed in Condition 1, and similarly reflects a strong assumption, requiring specific

knowledge of the process determining rt in order to be plausible.

This setup can also be extended to cases where average causal effects are not the focus. If

we define a different object of interest, the causal effect of rt on conditional quantiles of yt+h:

Qτ (yt,h(1)|xt, rt)−Qτ (yt,h(0)|xt, rt) (A2)

we can show that, under linearity of the conditional quantile function and Condition 2, the

causal effect of interest (A2) is equal to βh
1S(τ) in the following quantile regression:

yt+h = βh
1S(τ)rt + δ(τ)xt + u1St+h(τ) (A3)

Proceeding similarly to the discussion above, note that we can write the causal effect of rt
on conditional quantiles of yt+h as the difference in observable conditional quantiles:

Qτ (yt,h(1)|xt, rt)−Qτ (yt,h(0)|xt, rt) = Qτ [yt+h|rt = 1,xt]−Qτ [yt+h|rt = 0,xt]

where we have used Condition 2 and the relation between potential and observed outcomes.

Then again when the conditional quantile function is linear the right-hand side is simply the

coefficient on rt from the one-step quantile regression (A3), giving the desired result:

Qτ (yt,h(1)|xt, rt)−Qτ (yt,h(0)|xt, rt) = βh
1S(τ)

Note that, unlike for OLS, the causal effect on unconditional quantiles is not recoverable through

the law of iterated expectations.

B Additional Results on Standard Errors
B.1 Alternative Standard Errors for OLS

First, we discuss extensions of Corollary 2 to other standard-error formulas. We focus on Case 1

(where x2,t is empty), with all coefficients estimated via OLS. Throughout, we use expressions

for standard-error formulas for a single variable in a multivariate regression from Ding (2021).
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Heteroskedastic-Robust Standard Errors. The estimated standard errors for the one- and

two-step estimates β̂1S and β̂2S using White (1980) robust standard-error formulas are:

V̂ar(β̂1S) =(ε̂′tε̂t)
−1ε̂′tΣ̂1S ε̂t(ε̂

′
tε̂t)

−1 (B1)

V̂ar(β̂2S) =(ε̂′tε̂t)
−1ε̂′tΣ̂2S ε̂t(ε̂

′
tε̂t)

−1 (B2)

where ε̂t = [ε̂1, ..., ε̂T ], Σ̂1S = diag((û1S
t )2), Σ̂2S = diag((û2S

t )2), and ûi
t = [ûi1, ..., û

i
T ]

′ for

i ∈ {1S, 2S}. The difference between the estimated variances can then be expressed in the

following quadratic form:

V̂ar(β̂2S)− V̂ar(β̂1S) = aΣ̂a′

where a = (ε̂′tε̂t)
−1ε̂′t and Σ̂ = diag((û2S

t )2 − (û1S
t )2). This difference is weakly positive if

and only if the diagonal matrix Σ̂ is positive semi-definite, which requires all elements on the

diagonal to be weakly positive, i.e., (û2St )2 ≫ (û1St )2.

While the residual variance is higher for the two-step than the one-step regression by con-

struction (as stated in Corollary 2), this does not imply that each diagonal element in Σ̂ is

positive. However, since (û2St )2 is on average larger than (û1St )2 by construction—and much

larger when x1,t explains significant variance in yt—it seems reasonable that in most applica-

tions V̂ar(β̂2S) will indeed be larger than V̂ar(β̂1S).

Heteroskedastic-and-Autocorrelation-Robust Standard Errors. Estimated standard errors

for the one- and two-step coefficients β̂1S and β̂2S using Newey and West (1987) autocorrelation-

robust standard-error formulas are the same as equations (B1) and (B2), but with the following

form for Σ̂1S and Σ̂2S :

Σ̂1S = (ŵ1S
|i−j|(û

1S
i )(û1S

j ))1≤i,j≤n

Σ̂2S = (ŵ2S
|i−j|(û

2S
i )(û2S

j ))1≤i,j≤n

Like the case above, there is nothing inherent in OLS mechanics to guarantee that the difference

between these matrices is positive semi-definite. But the fact that (û1St )2 is on average larger

than (û1St )2 by construction will generally tend to inflate standard errors for the two-step vs.

the one-step approach.

B.2 IV Standard Errors

Here, we prove the final result of Corollary 4 around standard-error formulas for the one- and

two-step approach in IV settings. Specifically, we show the following for estimated standard

errors for βIV
1S and βIV

2S defined in equations (13) and (14):

V̂ar(β̂IV
2S ) ≥ V̂ar(β̂IV

1S ) (B3)

Estimated variances for β̂IV
1S and β̂IV

2S have the following form under homoskedasticity (see,
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e.g., Angrist and Pischke, 2014, pp. 140):

V̂ar(β̂IV
2S ) = σ̂2

2S/Var(m̂2S
t ) and V̂ar(β̂IV

1S ) = σ̂2
1S/Var((m̂1S

t )⊥x1,t)

where σ̂2
2S and σ̂2

1S are defined as:

σ̂2
2S = Var(y⊥mt

t ) and σ̂2
1S = Var(y⊥[mt,x1,t]

t )

and m̂2S
t and m̂1S

t are defined as the fitted values from the following OLS regressions:

m̂2S
t = ε̂tβ̂2S and m̂1S

t = rtβ̂1S + x′
1,tδ̂1

As in Corollary 2, adding covariates to OLS regressions reduces the variance of the error

term and so: σ̂2
2S ≥ σ̂2

1S .

Finally,Var((m̂1S
t )⊥x1,t) = Var(m̂2S

t ) which ensures the inequality (B3) holds:

(m̂1S
t )⊥x1,t = (β̂1Srt + δ̂1x1,t)

⊥x1,t = (β̂1Srt)
⊥x1,t

= β̂1S ε̂t = m̂2S
t

where line 1 substitutes in definitions, line 2 follows from standard OLS-algebra, line 3 substi-

tutes in definitions and line 4 follows from Frisch-Waugh-Lovell Theorem.

C Internal Instruments in Structural VARs

Here, we analytically demonstrate how our results for estimation in an OLS setting carry over

to SVAR settings in which identification is achieved by using orthogonalised shocks as ‘inter-

nal instruments’ (Plagborg-Møller and Wolf, 2021) in a recursive SVAR. We derive exact ex-

pressions linking estimates of contemporaneous responses from a two-step internal-instrument

approach to a one-step approach that includes confounders directly in a recursive SVAR.

Recursive-SVAR Setting. Let εt be the OLS-population residual from a regression of rt on

x1,t. We also define a vector of outcomes yt = [y1,t, ..., yn,t]
′ which feature in the VAR.

Consider the estimation of impulse responses using εt as an internal instrument. The es-

timated contemporaneous response of the variable yi,t ∈ yt to εt is given by the following

(population) OLS regression for i = 1, ..., n:

yi,t = εtβ2S +

p∑
j=1

Γ2S
j yt−j +

p∑
j=1

π2S
j εt−j︸ ︷︷ ︸

=x′
2,tα

+u2St (C1)

Next, consider a hybrid (OLS) regression for contemporaneous responses defined as:

yi,t = εtβHyb +

p∑
j=0

Φjx
′
1,t−j +

p∑
j=1

ΓHyb
j yt−j +

p∑
j=1

πHyb
j εt−j︸ ︷︷ ︸

=x′
2,tϕ2

+uHyb
t (C2)
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where, as before, the hybrid regression includes additional covariates relative to the two step

and so βHyb and β2S are related via an OLS-OVB formula.

It is then straightforward to show that βHyb is equivalent to β1S from a ‘one-step’ regression

that avoids the first-stage construction of εt:

yi,t = rtβ1S +

p∑
j=0

Θjx
′
1,t−j +

p∑
j=1

Γ1S
j yt−j +

p∑
j=1

π1S
j rt−j + u1st (C3)

since controlling for rt−j and x′
1,t−j is equivalent to controlling for εt−j and x′

1,t−j , by the same

logic that underpins Proposition 1. Note that this one-step regression is equivalent to estimat-

ing the contemporaneous responses of yi,t to rt in a standard recursive SVAR with rt ordered

after x1,t and before yt .

Recursive-SVAR Results. Defining xp
1,t as the vector [x′

1,t,x
′
1,t−1, ...,x

′
1,t−p], we have the fol-

lowing relationship between β2S from regression (C1) and β1S from regression (C3):

β2S = β1S +ΩSV AR

= β1S +E [εtx2,t]B
−1E

[
x2,tx

p
1,t

]
Φp

where the B-matrix is defined analogously to Result 1, and Φp collects the vector of coefficients

[Φ1,Φ2, ...,Φp] from regression (C2). The OVB term now captures the omission of contempo-

raneous and lagged x′
1,t from the two-step approach.

D External Instruments in Structural VARs

Here, we demonstrate how our results for IV estimation carry over to SVAR settings where

identification is achieved through external instruments (i.e., SVAR-IV / Proxy-SVAR). We demon-

strate analytically how a ‘one-step’ procedure can be implemented as an alternative to the

common ‘two-step’ procedure that first constructs orthogonalised shocks and then using these

shocks as instruments in an SVAR-IV. We also derive exact expressions for the OVB for impulse

responses estimated from the two-step approach relative to our proposed one-step approach.

SVAR-IV Setting. We are interested in estimating the effect of mt on a n×1 vector of variables

yt and propose doing so using SVAR-IV. We define wt = [mt,y
′
t]
′. The two-step approach

involves using εt—defined as in Section 4.2, as the OLS-population residual from a regression

of rt on x1,t—as an external instrument for mt.

Following Stock and Watson (2018) (p. 932), SVAR-IV coefficients for this two-step ap-

proach can be defined as follows. First the (population) contemporaneous coefficients are de-
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fined via the following IV-regression for each variable wi,t ∈ wt, where i = 1, ..., n, n+ 1:

wi,t = mtβ
2S
0,i1 +

p∑
j=1

w′
t−jαj︸ ︷︷ ︸

≡x′
2,tα

+u2St (D1)

with εt as an instrument for mt. It is immediately obvious that equation (D1) is just a special

case of equation (13), setting x2,t as the p vectors of lagged controls wt−j .

The (population) impulse response of the vector wt to a shock to mt at horizon h is then:

Φ2S
h,1 = Chβ

2S
0,1 (D2)

where β2S
0,1 is a [(n+ 1)× 1] vector collecting each β0,i1 and Ch is a horizon-specific coefficient

matrix formed by inverting the (population) reduced form-VAR:

A(L)wt = ηt (D3)

where A(L) = I −A1L–A2L
2 − ... and L is the lag operator.

Following the logic of Section 4.2, the contemporaneous responses of each variable could

instead be recovered via a one-step IV (population) regression with x1,t as controls:

wi,t = mtβ
1S
0,i1 + x′

1,tθ1 +

p∑
j=1

w′
t−jθj︸ ︷︷ ︸

≡x′
2,tθ2

+u1St (D4)

with rt as an instrument for mt. Again, this is just a special case of equation (14) setting x2,t as

the p vectors of lagged controls [wt−1, ...,wt−p].

In this case, the entire impulse response can then be constructed as before using the same

reduced-form VAR coefficients as equation (D2) to project-out across horizons:

Φ1S
h,1 = Chβ

1S
0,1 (D5)

SVAR-IV Results. Comparing equations (D5) and (D2), impulse responses from a one- and

two-step approach differ only in their construction of the contemporaneous coefficients β0,1.

As in Section 4.2, our OVB result applies directly, and it is then straightforward to derive an

exact expression for the OVB of the entire two-step impulse response:

Φ2S
h,1 = Φ1S

h,1 +ΩSV AR−IV
h = Φ1S

h,1 +Ch
ΩOLS

w

ΩOLS
m

where ΩOLS
w and ΩOLS

m are [(n+ 1)× 1] and scalar OLS-OVB formulas respectively, relating to

regressions with the stacked vector wt and the scalar mt as the dependent variables. Specifi-

cally, the OVB formulas in this case take the following form:

ΩOLS
wi

= E [εtx2,t]B
−1
wi
E
[
x2,tx

′
1,t

]
ϕwi and ΩOLS

m = E [εtx2,t]B
−1
m E

[
x2,tx

′
1,t

]
ϕm

where ΩOLS
wi

is the i-th element of ΩOLS
w , and B-matrices and ϕ-coefficients are defined

analogously to Result 1. Intuitively, this bias can be thought of as a potential failure of exogene-
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ity conditions necessary for identification in an IV setting, which arises when the instrument

εt is in fact correlated with other variables (i.e., lags of wt) that affect the outcome variable.

Although these variables are included as controls in equation (D1), this serves to reintroduce

correlation with x1,t, thereby leading to a potential failure of exogeneity. As before, the one-

step approach automatically avoids this bias and so can be thought of as more robust.

Note, the one-step SVAR-IV approach we discuss here is distinct from simply including

x1,t as exogenous variables in an SVAR-IV since, in our case, x1,t are included only to estimate

contemporaneous coefficients and do not feature in the estimation of subsequent impulse re-

sponses. While the two-step approach will continue to over-state first-stage F -statistics (typi-

cally computed using standard OLS formulas), standard errors for SVAR-IV are typically com-

puted using a bootstrap procedure—where it is less clear whether such a procedure would

produce wider confidence bands for the one-step or two-step approach.

E Simulation Study

Our simulation study employs the 9-variable VAR(4) from Christiano et al. (2005) as a medium-

scale, empirically-realistic DGP. Speicifially, we use quarterly data over 1965Q3-1995Q3, and

estimate a recursive VAR using data on: real GDP, real consumption, real investment, GDP

deflator prices, real wages, labor productivity, federal funds rate, real profits, and the growth

rate of M2 - where we list the variables listed in their recursive order. All data is sourced from

FRED.30 In the original paper, all variables except the federal funds rate and M2 growth rate

enter the VAR in log levels. In our baseline results, we instead stationarise all data before

including it in the VAR – so enter real GDP, real consumption, real investment, GDP deflator

prices, real wages, labor productivity, and real profits in log differences, alongside the federal

funds rate (in levels) and M2 growth rate. We also display results for the original specification

with relevant variables in log levels. We then estimate ’true’ IRFs for each variable in our VAR

to the identified monetary policy shock (i.e. the shock associated with the 7th equation in the

VAR, for the federal funds rate) out to 4-years. We simulate data from the VAR to construct

2000 Monte Carlo simulations, each of sample-length T=121 to match Christiano et al. (2005).

Across simulations, we estimate IRFs for all outcome variables to a monetary policy shock

using various estimators:

1. A ’one-step’ local projection estimator, that estimates IRFs by regressing each outcome

variable on the federal funds rate, controlling for four lags of the nine variables in the

VAR plus contemporaneous values of the variables that appear before the federal funds

rate in the recursive order.
30We follow the simulation study from Herbst and Johannsen (2024). Full details on variable construction can be

found in the Supplemental Material from that paper.
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2. A ’two-step’ local projection estimator, that (i) first constructs an estimate for the mone-

tary policy shock by regressing the federal funds rate on four lags of the nine variables

in the VAR plus contemporaneous values of the variables that appear before the federal

funds rate in the recursive order; then (ii) estimates IRFs by regressing each outcome

variable on the constructed shock (without any auxiliary controls).

3. A ’two-step’ local projection estimator, that (i) first constructs an estimate for the mon-

etary policy shock by regressing the federal funds rate on only the contemporaneous

values of the variables that appear before the federal funds rate in the recursive order;

then (ii) estimates IRFs by regressing each outcome variable on the constructed shock

controlling for four lags of the nine variables in the VAR.

4. A correctly specified VAR (4), that estimates IRFs in exactly the same way as the original

construction of the DGP.

Note that the second and third estimator correspond to a version of the ’two-step’ estima-

tor considered in the main text under Case 1 (with empty x2,t) and Case 2 (with non-empty

x2,t) respectively. We seek to compare these to the one-step local projection estimator, and ad-

ditionally estimate a VAR(4) purely as a comparison against which to benchmark differences

between the one-step and two-step local projections. For the local projection estimators, we

compute Newey-West standard errors, and we compute standard errors for the VAR(4) using

a bootstrap procedure.31 We compute Monte Carlo estimates of the absolute bias of estimated

IRFs – |E[β̂h − βh]| – as well as estimated standard errors – E[V̂ ar(β̂h)] – for each outcome

variable and horizon. In order to display a summary of our results, we then compute appro-

priately scaled median estimates for both bias and standard errors across outcome variables

and horizons. Specifically, we scale the estimated standard errors – E[V̂ ar(β̂h)] – for each esti-

mator relative to the estimates from the VAR(4), and then take the median of this ratio across

outcome variables and across horizons, separately for short horizons (< 1 year) and longer

horizons (1 − 4 years). And, following Li et al. (2021), we scale the estimated absolute bias –

|E[β̂h − βh]| – by the root mean squared value of the true impulse response function out to

the four-year horizon – i.e. dividing by
∑16

h=0

√
βh – before taking the median across outcomes

and horizons.

Results We report relative standard errors and biases of estimators in the main text.

31For the local projections, standard errors are computed using a Newey–West HAC estimator with a horizon-
dependent truncation lag, without prewhitening or finite-sample adjustments. For the VAR, the bootstrap is con-
structed through (i.i.d.) sampling with replacement of the residuals (without block- or wild- bootstrapping).
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F Empirical Application: Additional Results

F.1 Data Sources

We use monthly data. Our dependent variable, the US Consumer Price Index (CPI), is sourced

from FRED, and we use additional macroeconomic controls in x2,t—seasonally-adjusted US

industrial production and the US unemployment rate—from the same source. To estimate

Romer and Romer (2004) policy shocks, we use Federal Reserve Greenbook forecasts and fore-

cast revisions. We draw on Wieland and Yang (2020) for this, who provide updated Greenbook

forecast data up to, and beyond, the end of our sample period, 2007:12.

F.2 Monetary-Policy Shock Construction

To construct the Romer and Romer (2004) shocks, we make two changes relative to the original

work. First, and most notably, we estimate the model for a different sample period—1972:01-

2007:12, rather than 1969:01-1994:12. We start the sample a little later to avoid calendar months

in which there was more than one FOMC meeting. We end the sample later given data avail-

ability, stopping just before the effective lower bound was reached (using updated data from

Wieland and Yang, 2020). Second, rather than estimating the model at meeting frequency, we

estimate the shocks at monthly frequency. To do so, for months in which no FOMC announce-

ments occurred, we set the Federal Funds target rate change to zero, Greenbook forecasts equal

to their last value, and forecast revisions to zero. We do this to ensure direct comparability of

the conditioning data in the one- and two-step approaches across all our LP and VAR applica-

tions. As we go on to discuss, this constitutes a minimal difference relative to previous work.

Following Romer and Romer (2004), we construct the shock by estimating (15). Column (1) of

Table E1 presents the estimated coefficients from this regression.

Monthly vs. Meeting Frequency. As discussed, all regressions in the main body are esti-

mated at monthly frequency to foster comparability between LPs and VARs. The approach

taken in previous work is instead to construct the shock using regressions at meeting fre-

quency, and then convert this shock-series to monthly by imposing zeros for non-meeting

months (and summing any shocks within a month). We show that in practice this constitutes

a negligible difference. To support this, we first show in Column (2) of Table E1 that the first-

stage regression coefficients with the policy rule estimated at meeting frequency are similar to

monthly-frequency estimates in Column (1). We also compare our monthly-constructed shock

to the updated shock from Wieland and Yang (2020), which uses the full sample and estimates

the regression at meeting frequency then converts to monthly. We plot the two series in Figure

E1 which almost exactly overlap. We find a correlation of 0.98 between the two shock series.
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Table E1: First-Stage Regressions: The Romer-Romer Reaction Function

DEP. VAR.: Change FFR Target
(1) (2)

Monthly Frequency Meeting Frequency
Old FFR Target -0.014 -0.018

(0.009) (0.013)
Output forecasts
k = −1 0.002 0.001

(0.008) (0.011)
k = 0 0.008 0.013

(0.013) (0.021)
k = 1 0.016 0.023

(0.020) (0.030)
k = 2 0.019 0.016

(0.023) (0.032)
Inflation forecasts

k = −1 0.016 0.032
(0.015) (0.023)

k = 0 -0.029 -0.043
(0.021) (0.031)

k = 1 0.019 0.028
(0.041) (0.066)

k = 2 0.030 0.026
(0.048) (0.078)

Unemployment forecasts

k = 0 -0.037*** -0.050***
(0.011) (0.014)

Output forecast revisions
k = −1 0.039 0.043

(0.026) (0.028)
k = 0 0.129*** 0.128***

(0.032) (0.034)
k = 1 0.032 0.017

(0.044) (0.044)
k = 2 0.011 0.014

(0.046) (0.049)
Inflation forecast revisions

k = −1 0.069 0.050
(0.045) (0.044)

k = 0 -0.007 -0.005
(0.055) (0.056)

k = 1 0.030 0.022
(0.090) (0.107)

k = 2 -0.054 -0.056
(0.087) (0.105)

R2 0.274 0.294
Observations 432 318
Notes: Estimated policy reaction functions. Column (1) estimated using monthly data for the period 1972:01-
2007:12. Column (2) estimated using meeting frequency data over the same period. Meeting-frequency
observations converted to monthly frequency by setting change in FFR target and forecast revisions to 0 and
forecasts equal to their previous-meeting value in months without FOMC meeting. Robust standard errors
in parentheses. ∗∗∗, ∗∗ and ∗ denote significance at 1, 5 and 10% levels, respectively.
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Figure E1: Comparison of Shock Series

Notes: Chart compares our baseline monetary policy shocks series (dashed orange) with the updated Romer and
Romer (2004) shock series from Wieland and Yang (2020). The latter is taken from the replication package of Ramey
(2016).

F.3 Alternate Approach to Mixed-Frequency Data

We now discuss an alternate way of comparing between one-step and two-step local projec-

tions that still allows us to project directly on the shock estimated at meeting-frequency. This

extends our discussion of one-step and two-step approaches to a case where the policy-variable

is observed at a lower frequency (e.g. 6-weekly) than the outcome variable (monthly). Note

that the common approach in applied work is to estimate the shock at meeting-frequency then

convert to monthly by imposing zeros for months in which no meeting occurred . An alternate

approach does not impose zeros for these months but instead sets data to missing, and then

estimates local projections on the constructed shock, with observations removed for months

with missing data. When conditional expectations are linear and data are missing at random,

this approach estimates exactly the object of interest:

E[yt+h|ϵmt = 1]− E[yt+h|ϵmt = 0] (E1)

without requiring the researcher to impose a value for monetary policy shocks in non-

meeting months. Note that this approach is simply equivalent to a one-step local projection

where the right-hand side variables are at meeting frequency, and the left-hand side variable

denotes the outcome in the corresponding month, shifted forward by h-months. We addition-

ally consider this approach in our empirical application. As well as our baseline ’monthly fre-
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Table E2: Response of ln(CPI) to monthly- and meeting-frequency US monetary policy shocks
across horizons h estimated by LP-OLS

Case 1: x2,t empty Case 2: x2,t non-empty
Two-Step One-Step Two-Step One-Step

Frequency Monthly Meeting Monthly Meeting Monthly Meeting Monthly Meeting
h = 0 0.03 0.03 0.03 0.03 0.06 0.06 0.04 0.04

(0.05) (0.05) (0.04) (0.04) (0.04) (0.04) (0.03) (0.04)
h = 12 0.13 0.13 0.13 0.13 0.46 0.41 0.13 0.16

(0.50) (0.53) (0.22) (0.23) (0.38) (0.40) (0.22) (0.24)
h = 24 -0.15 -0.24 -0.15 -0.24 0.37 0.18 -0.11 -0.15

(0.90) (0.97) (0.41) (0.43) (0.74) (0.79) (0.41) (0.44)
h = 36 -1.20 -1.38 -1.20** -1.38** -0.52 -0.85 -1.13** -1.25**

(1.26) (1.37) (0.53) (0.55) (1.07) (1.16) (0.53) (0.56)
h = 48 -2.46 -2.72 -2.46*** -2.72*** -1.66 -2.10 -2.38*** -2.60***

(1.57) (1.72) (0.62) (0.63) (1.36) (1.49) (0.63) (0.64)
Notes: Estimated response of US ln(CPI) to US monetary policy shock using Romer and Romer (2004)
identification assumptions. Estimated using monthly- and meeting-frequency data for the period 1972:01-
2007:12. OLS standard errors presented here in parentheses. , and denote significance at 1, 5 and 10%
levels, respectively.

quency approach’ we additionally estimate one-step and two-step IRFs from this ’meeting fre-

quency’ approach. Table E2 demonstrates how, for the various cases presented in Section 6.1,

estimated impulse responses are similar when estimated at monthly and meeting frequency.

In particular, as with our baseline estimates, for the meeting-frequency estimates, the near-

term ’price puzzle’ is mitigated with the one-step approach, and the decline in CPI at longer

horizons is highly significant (unlike the two-step approach). A full discussion of the appro-

priate method for handling mixed-frequency data is beyond the scope of this paper. Various

work discuss identification with mixed-frequency data for VAR models (see e.g. Foroni and

Marcellino, 2016) and distributed-lag regressions (see e.g. Chudik and Georgiadis, 2022). Our

results suggest that an interesting avenue for future research is the development of tools for

handling mixed-frequency that permits one-step estimation via local projections.

F.4 Additional Results for IV Application

LP-IV Application with Romer-Romer Shocks. We estimate the Romer-Romer shock ε̂mp
t as

before, but we now use this shock as an instrument for the 1-year Treasury yield (which we

denote mt to align with Section 4.2). In the two step, we use ε̂mp
t as an instrument for mt in

regression (18) to estimate the dynamic effects of US monetary policy on US CPI. We compare

this to the one-step LP-IV regression (19), in which ∆it is used as an instrument for mt.

Figure E2 presents the estimated impulse responses from the one- and two-step. Unsurpris-

ingly, given the discussion in Section 4.2, the estimates for both approaches align closely with

those attained from LP-OLS—as a comparison of Figure E2 with Figures 1a and 1b reveals. As

before, unlike two-step estimate, the price puzzles in one-step estimates are limited.
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Figure E2: Estimated impulse responses of ln(CPI) to US monetary policy shock from LP-IV

(a) Case 1: No Auxiliary Controls
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Notes: Estimated IRF of US ln(CPI) to US monetary-policy shock that leads to 1p.p. increase in 1-year Treasury
yield, instrumented with Romer and Romer (2004) shock. Shaded area denotes 90% confidence bands constructed
from heteroskedasticity and autocorrelation robust standard errors. Sample: 1972:01-2007:12

LP-IV Application with Monetary Surprises. Figure E3 presents the estimated IRFs from

the Miranda-Agrippino and Ricco (2021) LP-IV application described in Section 6.2.

Figure E3: Estimated impulse responses of ln(CPI) to US monetary policy shock from LP-IV

(a) Case 1: No Auxiliary Controls
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(b) Case 2: With Auxiliary Controls
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Notes: Estimated IRF of US ln(CPI) to US monetary-policy shock that leads to 1p.p. increase in 1-year Treasury
yield, instrumented with Miranda-Agrippino and Ricco (2021) shock. Shaded area denotes 90% confidence bands
constructed from heteroskedasticity and autocorrelation robust standard errors. Sample: 1990:01-2007:12.

Proxy-SVAR Application with Romer-Romer Shocks. Figure E4 presents the estimated IRFs

from the Romer and Romer (2004) Proxy-SVAR application described in Section 6.2.
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Figure E4: Estimated impulse responses to US monetary policy shock from Proxy SVAR

(a) 1-Year Treasury Yield
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Notes: Estimated IRF of key US variables to US monetary-policy shock, normalised as 1p.p. increase in effective
federal funds rate from one- and two-step Proxy-SVAR. Shaded area denotes 90% confidence bands constructed
from Jentsch and Lunsford (2019) residual-based moving block bootstrap.

G Further Applications

In this Appendix, we provide further information underpinning the additional applications we

summarise in Section 6.4. Rather than replicate exactly the original specifications from these

papers, our intention is to demonstrate the differences between one- and two-step approaches

in empirical settings that match as closely as possible those in which the two-step procedure

has been employed. Following our main application, we estimate two-step and one-step local

projections of the form:

yt+h − yt−1 = αh + x′
2,tα

h + ε̂tβ
h
2S + u2St+h (2)

yt+h − yt−1 = αh + x′
1,tζ

h + x′
2,tα

h + ztβ
h
2S + u2St+h (3)

Table 3 summarises the outcome variables and horizons across which we estimate impulse

responses for each study. Table 4 summarises the auxiliary control variables x2,t. In each sub-

section we then describe the construction of the shock – i.e. the choice of zt and x1,t alongside

additional details on estimation where relevant.

G.1 Oil-Specific Demand Shocks à la Kilian (2009)

Kilian (2009) builds a structural VAR model of the global crude oil market to jointly identify

three structural shocks: crude oil supply shocks; shocks to the global demand for all industrial

commodities; and demand shocks that are specific to the global crude oil market. The focus

of our application, and a key contribution of the original paper, is on the last shock, which

is designed to capture shifts in the price of oil driven by higher precautionary demand, for

instance those associated with market concerns about the availability of future oil supplies.
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Table 3: Outcome Variables and Horizons for Additional Applications

Paper Outcomes Horizons

Romer and Romer (2004) Consumer Prices, IP, Unemployment 0-48 (months)
Miranda-Agrippino and Ricco (2021) Consumer Prices, IP, Unemployment 0-48 (months)
Barnichon and Mesters (2021) Philips Multiplier 0-48 (months)
Kilian (2009) Consumer Prices, IP, Unemployment 0-48 (months)
Bilal and Känzig (2024) World GDP 0-10 (years)

Notes: Table summarises details of impulse responses used in each application. IP refers to Industrial Pro-
duction. IP, Consumer Prices and GDP enter the local projections in logs. All variables are for the US unless
otherwise stated.

Table 4: Auxiliary Controls for Additional Applications

Paper Controls Lags

Romer and Romer (2004) Consumer Prices, IP, Unemployment 12
Miranda-Agrippino and Ricco (2021) Consumer Prices, IP, Unemployment 12
Barnichon and Mesters (2021) Consumer Prices, Unemployment 12
Kilian (2009) Consumer Prices, IP, Unemployment 12
Bilal and Känzig (2024) World GDP 4

Notes: Table summarises details of auxiliary controls used to construct impulse responses in each application.
IP refers to Industrial Production. IP, Consumer Prices and World GDP enter as controls in log-differences;
Unemployment enters as controls in first-differences. All variables are for the US unless otherwise stated.

The VAR model is based on monthly data for three variables with 24 lags: ∆prodt is the

percent change in global crude oil production, reat denotes an index of real economic activity

constructed and described in Kilian (2009); and rpot refers to the real price of oil. The latter

two series are expressed in logs. We source this data from the replication package from the

original paper.

Structural shocks are identified recursively. The oil-specific demand shock is assumed or-

thogonal to contemporaneous moves in oil prices or global demand. In turn, innovations to

global real activity that cannot be explained based on crude oil supply shocks reflect aggregate

demand shocks. The oil supply shock results in an instantaneous change in all variables.

G.2 Philips Multiplier à la Barnichon and Mesters (2021)

Barnichon and Mesters (2021) use the Romer and Romer (2004) shock to identify the ”Philips

Multiplier”. Specifically they first run regressions of the form:
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h∑
j=0

ut+j = αh
u + x′

2,tζ
h
u + ε̂mp

t βh
u + ut+h (4)

h∑
j=0

πt+j = αh
π + x′

2,tζ
h
π + ε̂mp

t βh
π + et+h (5)

where ε̂mp
t denotes the Romer and Romer (2004) monetary policy shock, ut and πt denote

unemployment and CPI inflation respectively.32. They then compute the ”Philips Multiplier”

as:

βh
pm = βh

π/β
h
u (6)

We construct Romer and Romer (2004) monetary policy shocks as in our main application.

We compare βh
pm to a one-step estimate that replaces ε̂mp

t with the change in the nominal inter-

est rate, and control directly for the Greenbook forecasts in the local projections.

G.3 Temperature Shocks à la Bilal and Känzig (2024)

Bilal and Känzig (2024) identify shocks to global temperature Tempt by regressing Tempt on

its own lags. Their baseline shock series is constructed by regressing Tempt on Tempt−3 and

Tempt−4 – we instead construct temperature shocks by regressing Tempt on all its first four

lags (which the original study also considers as a robustness exercise). We then run local pro-

jections of World GDP on this shock (with lags of World GDP), and compare this to a one-step

estimate that regresses world GDP on Tempt controls directly for four lags of Tempt.33 We

source the data from the online replication materials provided by the authors.

32The original study works with quarterly data but we use monthly. The original study uses quarterly changes
in the PCE price level while we employ monthly changes in CPI

33In an updated draft, the authors themselves consider this approach and like us find little difference in estimated
impulse responses.
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